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Introduction l n tel :

1 Introduction

This is Volume 2 of the Datasheet and provides register information for the processor.

Refer to document #337344 for the 8th and 9th Generation Intel® Core™ Processor
Families Datasheet- Volume 1 of 2

The processor contains one or more PCI devices within a single physical component.
The configuration registers for these devices are mapped as devices residing on the PCI
Bus assigned for the processor socket. This document describes these configuration
space registers or device-specific control and status registers only.

88§
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l n te l Processor Configuration Register Definitions and Address Ranges

2 Processor Configuration
Register Definitions and
Address Ranges

This chapter describes the processor configuration register, I/0, and memory address
ranges. The chapter provides register terminology. PCI Devices and Functions are

described.
Note: PCI Express* (PCle) Graphics and DMI do not apply to U Processors.
2.1 Register Terminology

Register Attributes and Terminology table lists the register-related terminology and
access attributes that are used in this document. Register Attribute Modifiers table
provides the attribute modifiers.

Table 2-1. Register Attributes and Terminology

Item Description

Read Only: These bits can only be read by software, writes have no effect. The value of the bits

RO is determined by the hardware only.
RW Read / Write: These bits can be read and written by software.
RW1C Read / Write 1 to Clear: These bits can be read and cleared by software. Writing a '1' to a bit
will clear it, while writing a '0' to a bit has no effect. Hardware sets these bits.
RWOC Read / Write O to Clear: These bits can be read and cleared by software. Writing a '0' to a bit
will clear it, while writing a '1' to a bit has no effect. Hardware sets these bits.
RW1S Read / Write 1 to Set: These bits can be read and set by software. Writing a '1' to a bit will set
it, while writing a '0' to a bit has no effect. Hardware clears these bits.
Reserved and Preserved: These bits are reserved for future RW implementations and their
RsvdP value should not be modified by software. When writing to these bits, software should preserve
the value read. When SW updates a register that has RsvdP fields, it should read the register
value first so that the appropriate merge between the RsvdP and updated fields will occur.
RsvdZ Reserved and Zero: These bits are reserved for future RW1C implementations. Software should

use O for writes.

Write Only: These bits can only be written by software, reads return zero.
wo Note: Use of this attribute type is deprecated and can only be used to describe bits without
persistent state.

Read Clear: These bits can only be read by software, but a read causes the bits to be cleared.
Hardware sets these bits.

RC Note: Use of this attribute type is only allowed on legacy functions, as side-effects on reads are
not desirable
RSW1C Read Set / Write 1 to Clear: These bits can be read and cleared by software. Reading a bit will
set the bit to '1'. Writing a '1' to a bit will clear it, while writing a '0' to a bit has no effect.
Read Clear / Write: These bits can be read and written by software, but a read causes the bits
RCW to be cleared.

Note: Use of this attribute type is only allowed on legacy functions, as side-effects on reads are
not desirable.

14 Datasheet, Volume 2 of 2



[ ®
Processor Configuration Register Definitions and Address Ranges l n tel ,

Table 2-2. Register Attribute Modifiers

Attribute | Applicable R
Modifier Attribute Description
RO (w/ -V) | Sticky: These bits are only re-initialized to their default value by a "Power Good
Reset".
s RW Note: Does not apply to RO (constant) bits.
RW1C
RW1S
K RW Key: These bits control the ability to write other bits (identified with a 'Lock’
modifier)
RW Lock: Hardware can make these bits "Read Only" using a separate configuration
-L bit or other logic.
WO Note: Mutually exclusive with 'Once' modifier.
RW Once: After reset, these bits can only be written by software once, after which
0 they become "Read Only".
WO Note: Mutually exclusive with 'Lock' modifier and does not make sense with
'Variant' modifier.
CFW RO Firmware Write: The value of these bits can be updated by firmware (PCU, TAP,
and so on).
Variant: The value of these bits can be updated by hardware.
-V RO Note: RW1C and RC bits are variant by definition and therefore do not need to be
modified.
2.2 PCI Devices and Functions

The processor contains five (H/S) and four (U/Y) PCI devices within a single
component. The configuration registers for the devices are mapped as devices residing

on

PCI Bus 0.

Device 0: Host Bridge / DRAM Controller / LLC Controller 0 - Logically this device
appears as a PCI device residing on PCI bus 0. Device 0 contains the standard PCI
header registers, PCI Express base address register, DRAM control (including
thermal/throttling control), configuration for the DMI, and other processor specific
registers.

Device 1: Host-PCI Express* Bridge — Logically this device appears as a "virtual"
PCI-to-PCI bridge residing on PCI bus 0, and is compliant with the PCI-to-PCI
Bridge Architecture Specification, Revision 1.2. Device 1 is a multi-function device
consisting of three functions (0, 1, and 2). Device 1 contains the standard PCI-to-
PCI bridge registers and the standard PCI Express/PCI configuration registers.

Device 2: Processor Graphics - Logically, this device appears as a PCI device
residing on PCI Bus 0. Physically, Device 2 contains the configuration registers for
3D, 2D, and display functions. In addition, Device 2 is located in two separate
physical locations — GT and Display Engine.

Device 5: Imaging Unit (IMGU) - Logically, this device appears as a PCI device
residing on PCI Bus 0. Physically, Device 5 contains the configuration registers for
the Imaging Unit.

Device 8: Gaussian Mixture Model Device (GMM) - Logically, this device appears as
a PCI device residing on PCI Bus 0. Physically, Device 8 contains the configuration
registers for the Gaussian Mixture Model Device.

Note: PCI Express* (PCle) Graphics and DMI do not apply to U Processors.
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From a configuration standpoint, the DMI is logically PCI bus 0. As a result, all devices
internal to the processor and the PCH appear to be on PCI Bus 0.

The PCI Express controllers (PEG10, PEG11, and PEG12) appear to system software to
be real PCI buses behind PCI-to-PCI bridges that are devices resident on PCI Bus 0.
This is shown in the following figure.

PCI Devices and Functions

DID
Description
U-Processor | H-Processor S-Processor Line
Line Line .
Device/
Package BGA 1528 | BGA1440 LGA1151 Function
. Work
Segment Mobile Halo Desktop Station Server
2 Cores-
3EOFh
2 Cores- 4 Cores- 4 Cores- 4 Cores-
3ECCh 3E10h 4 Cores- 3E18h 3E33h
3E1Fh
HOST and DRAM 0/0
Controller 6 Cores-
6 Cores- 6 Cores- 6 Cores- 3ECAh
4 Cores- 3EC4h 3EC2h 3EC6h
3EDOh
8 Cores- 8 Cores- 8 Cores- 8 Cores-
3E20h 3E30h 3E31h 3E32h
PCI Express*
Controller (x16 PCIe) N/A 1901h 1901h 1/0
PCI Express*
Controller (x8 PClIe) N/A 1905h 1905h /1
PCI Express*
Controller (x4 PCle) N/A 1909h 1909h 1/2
Processor Graphics Refer Note below 2/0
Gaussian Mixture
Model 1911h 1911h 1911h 8/0
Note: For more information on Graphics Device ID refer to Intel Product Specifications
https://ark.intel.com/

PCI Device Enumeration

PCI Device ID U/
Bus ID [7:0] Device ID [4:0] Function ID [2:0] Endpoint H/S - Processor
Lines
0x00 00000b (0) 000b (0) Host Bridge
PEG Root Port 10 -
0x00 00001b (1) 000b (0) %16 controller
PEG Root Port 11 -
0x00 00001b (1) 001b (1) %8 controller
PEG R P— ReferDthe aboved"PCI
oot Port - evices an
0x00 00001b (1) 010b (2) x4 controller Functions" table
0x00 00010b (2) 000b (0) Processor Graphics
0x00 00101b (5) 000b (0) Imaging Unit
0x00 01000b (8) 000b (0) Gausstan Mixture
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Figure 2-1.

Note:

2.3

Conceptual Platform PCI Configuration Diagram

Processor
PCI Configuration Window

Host Bridge, DRAM Controller

Imaging Unit Device
Bus 0, Device 0, Function 0

Bus 0, Device 5, Function 0

Gaussian Mixture Model
Device
Bus 0, Device 8, Function O

Integrated Graphics Device
Bus 0, Device 2, Function 0

Host PCI Express Bridge
- Bus 0, Device 1, Function 0O
- Bus 0, Device 1, Function 1
- Bus 0, Device 1, Function 2

DMI

PCH

DMI

PCI Express* (PCIe) and DMI do not apply to U Processors.

System Address Map

The processor supports 512 GB (39 bits) of addressable memory space and 64 KB+3 of
addressable I/0 space.

This section focuses on how the memory space is partitioned and how the separate
memory regions are used. I/O address space has simpler mapping and is explained
towards the end of this chapter.

The processor supports PEG port upper prefetchable base/limit registers. This allows
the PEG unit to claim I/O accesses above 32 bit. Addressing of greater than 4 GB is
allowed on either the DMI Interface or PCI Express interface. The processor supports a
maximum of 32 GB of DRAM. No DRAM memory will be accessible above 32 GB. DRAM
capacity is limited by the number of address pins available. There is no hardware lock
to prevent more memory from being inserted than is addressable.
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When running in Processor Graphics mode, processor initiated TileX/Tiley/linear reads/
writes to GMADR range are supported. Write accesses to GMADR linear regions are
supported from both DMI and PEG. GMADR write accesses to TileX and TileY regions
(defined using fence registers) are not supported from the DMI or the PEG port.
GMADR read accesses are not supported from either DMI or PEG.

In the following sections, it is assumed that all of the compatibility memory ranges
reside on the DMI Interface. The exception to this rule is VGA ranges, which may be
mapped to PCI Express*, DMI, or to the Processor Graphics device (Processor
Graphics). In the absence of more specific references, cycle descriptions referencing
PCI should be interpreted as the DMI Interface/PCI, while cycle descriptions referencing
PCI Express or Processor Graphics are related to the PCI Express bus or the Processor
Graphics device respectively. The processor does not remap APIC or any other memory
spaces above TOLUD (Top of Low Usable DRAM). The TOLUD register is set to the
appropriate value by BIOS. The remapbase/remaplimit registers remap logical accesses
bound for addresses above 4 GB onto physical addresses that fall within DRAM.

The Address Map includes a number of programmable ranges:
e Device 0:
— PXPEPBAR - PxP egress port registers. (4 KB window)

— MCHBAR - Memory mapped range for internal MCH registers. (32 KB window)

— DMIBAR -This window is used to access registers associated with the
processor/PCH Serial Interconnect (DMI) register memory range. (4 KB
window)

— GGC.GMS - Graphics Mode Select. Used to select the amount of main memory
that is pre-allocated to support the Processor Graphics device in VGA (non-
linear) and Native (linear) modes. (0 — 512 MB options).

— GGC.GGMS - GTT Graphics Memory Size. Used to select the amount of main
memory that is pre-allocated to support the Processor Graphics Translation
Table. (0 - 2 MB options).

e For each of the following device functions

e Device 1, Function 0: (PCIe x16 Controller)

e Device 1, Function 1: (PClIe x8 Controller)

e Device 1, Function 2: (PCIe x4 Controller)

e Device 2, Function 0: (Processor Graphics (Processor Graphics))

— IOBAR - I/O access window for Processor Graphics. Through this window
address/data register pair, using I/0O semantics, the Processor Graphics and
Processor Graphics instruction port registers can be accessed. This allows
accessing the same registers as GTTMMADR. The IOBAR can be used to issue
writes to the GTTMMADR or the GTT Table.

— GMADR - Processor Graphics translation window (128 MB, 256 MB, 512 MB
window).

— GTTMMADR - This register requests a 4 MB allocation for combined Graphics
Translation Table Modification Range and Memory Mapped Range. GTTADR will
be at GTTMMADR + 2 MB while the MMIO base address will be the same as
GTTMMADR

The rules for the above programmable ranges are:

1. For security reasons, the processor will now positively decode (FFEO_Oh to
FFFF_FFFFh) to DMI. This ensures the boot vector and BIOS execute off the PCH.
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2. ALL of these ranges should be unique and NON-OVERLAPPING. It is the BIOS or
system designer's responsibility to limit memory population so that adequate PCI,
PCI Express, High BIOS, PCI Express Memory Mapped space, and APIC memory
space can be allocated.

3. In the case of overlapping ranges with memory, the memory decode will be given
priority. This is an Intel® Trusted Execution Technology (Intel® TXT) requirement.
It is necessary to get Intel TXT protection checks, avoiding potential attacks.

4. There are NO Hardware Interlocks to prevent problems in the case of overlapping
ranges.

5. Accesses to overlapped ranges may produce indeterminate results.

6. The only peer-to-peer cycles allowed below the Top of Low Usable memory
(register TOLUD) are DMI Interface to PCI Express VGA range writes. Peer-to-peer
cycles to the Processor Graphics VGA range are not supported.
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Figure 2-2. System Address Range Example
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2.4 Legacy Address Range

intel)

The memory address range from 0 to 1 MB is known as Legacy Address. This area is
divided into the following address regions:

e 0 - 640 KB - DOS Area

e 640 - 768 KB - Legacy Video Buffer Area
e 768 - 896 KB in 16 KB sections (total of 8 sections) - Expansion Area

e 896 - 960 KB in 16 KB sections (total of 4 sections) — Extended System BIOS Area
e 960 KB - 1 MB Memory, System BIOS Area

The area between 768 KB - 1 MB is also collectively referred to as PAM (Programmable
Address Memory). All accesses to the DOS and PAM ranges from any device are sent to
DRAM. However, access to the legacy video buffer area is treated differently.

Assumption: GT never sends requests in the Legacy Address Range. Thus, there is no

blocking of GT requests to this range in the System Agent.

Figure 2-3. DOS Legacy Address Range
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64 KB
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128 KB
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1 MB

960 KB

896 KB
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2.4.1

2.4.2

2.4.3

2.4.4

2.4.5

2.4.6

22

DOS Range (Oh - 9_FFFFh)

The DOS area is 640 KB (0000_0h - 0009_FFFFh) in size and is always mapped to the
main memory.

Legacy Video Area / Compatible SMRAM Area (A_Oh -
B_FFFFh)

The same address region is used for both Legacy Video Area and Compatible SMRAM.

e lLegacy Video Area: The legacy 128 KB VGA memory range, frame buffer, at
000A_Oh - 000B_FFFFh, can be mapped to Processor Graphics (Device 2), to PCI
Express (Device 1), and/or to the DMI Interface.

e Monochrome Adapter (MDA) Range: Legacy support requires the ability to have a
second graphics controller (monochrome) in the system. The monochrome adapter
may be mapped to Processor Graphics, PCI Express or DMI. Like the Legacy Video
Area, decode priority is given first to Processor Graphics, then to PCI Express, and
finally to DML.

e Compatible SMRAM Address Range.

Legacy Video Area

The legacy 128 KB VGA memory range, frame buffer at 000A_0h - 000B_FFFFh, can be
mapped to Processor Graphics (Device 2), to PCI Express (Device 1), and/or to the DMI
Interface.

Monochrome Adapter (MDA) Range

Legacy support requires the ability to have a second graphics controller (monochrome)
in the system. The monochrome adapter may be mapped to Processor Graphics, PCI
Express or DMI. Like the Legacy Video Area, decode priority is given first to Processor
Graphics, then to PCI Express, and finally to DMI.

Compatible SMRAM Address Range

When compatible SMM space is enabled, SMM-mode CBO accesses to this range route
to physical system DRAM at 00_000A_Oh - 00_000B_FFFFh.

Non-SMM mode CBO accesses to this range are considered to be to the Video Buffer
Area as described above. PCI Express and DMI originated cycles to SMM space are not
supported and are considered to be to the Video Buffer Area.

The processor always positively decodes internally mapped devices, namely the
Processor Graphics and PCI Express. Subsequent decoding of regions mapped to PCI
Express or the DMI Interface depends on the Legacy VGA configuration bits (VGA
Enable and MDAP). This region is also the default for SMM space.

Programmable Attribute Map (PAM) (C_Oh - F_FFFFh)

PAM is a legacy BIOS ROM area in MMIO. It is overlaid with DRAM and used as a faster
ROM storage area. It has a fixed base address (000C_0h) and fix size of 256 KB. The
13 sections from 768 KB to 1 MB comprise what is also known as the PAM Memory
Area. Each section has Read enable and Write enable attributes.
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Figure 2-4. PAM Region Space

10_000
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F_ 0000
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The PAM registers are mapped in Device 0 configuration space.
e ISA Expansion Area (C_0h - D_FFFFh)

e Extended System BIOS Area (E_Oh - E_FFFFh)
e System BIOS Area (F_Oh - F_FFFFh)

The processor decodes the Core request, then routes to the appropriate destination
(DRAM or DMI).

Snooped accesses from PCI Express or DMI to this region are snooped on processor
Caches.

Non-snooped accesses from PCI Express or DMI to this region are always sent to
DRAM.

Graphics translated requests to this region are not allowed. If such a mapping error

occurs, the request will be routed to C_0h. Writes will have the byte enables de-
asserted.
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Main Memory Address Range (1 MB - TOLUD)

2.5

This address range extends from 1 MB to the top of Low Usable physical memory that is
permitted to be accessible by the processor (as programmed in the TOLUD register).
The processor will route all addresses within this range to the DRAM unless it falls into
the optional TSEG, optional ISA Hole, or optional Processor Graphics stolen VGA

memory.

Processor Configuration Register Definitions and Address Ranges

This address range is divided into two sub-ranges:

e 1 MB to TSEGMB

¢ TSEGMB to TOULUD

TSEGMB indicates the TSEG Memory Base address.

Figure 2-5. Main Memory Address Range
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2.5.1

2.5.2

2.5.3

2.5.4

ISA Hole (15 MB -16 MB)

The ISA Hole (starting at address FO_Oh) is enabled in the Legacy Access Control
Register in Device 0 configuration space. If no hole is created, the processor will route
the request to DRAM. If a hole is created, the processor will route the request to DMI,
since the request does not target DRAM. These downstream requests will be sent to
DMI (subtractive decoding).

Graphics translated requests to the range will always route to DRAM.

1 MB to TSEGMB

Processor access to this range will be directed to memory, unless the ISA Hole is
enabled.

TSEG

For processor initiated transactions, the processor relies on correct programming of
SMM Range Registers (SMRR) to enforce TSEG protection.

TSEG is below Processor Graphics stolen memory, which is at the Top of Low Usable
physical memory (TOLUD). BIOS will calculate and program the TSEG BASE in Device 0
(TSEGMB), used to protect this region from DMA access. Calculation is:

TSEGMB = TOLUD - DSM SIZE - GSM SIZE - TSEG SIZE

SMM-mode processor accesses to enabled TSEG access the physical DRAM at the same
address.

When the extended SMRAM space is enabled, processor accesses to the TSEG range
without SMM attribute or without WB attribute are handled by the processor as invalid
accesses.

Non-processor originated accesses are not allowed to SMM space. PCI-Express, DMI,
and Processor Graphics originated cycles to enabled SMM space are handled as invalid
cycle type with reads and writes to location C_0Oh and byte enables turned off for
writes.

Protected Memory Range (PMR) - (programmable)

For robust and secure launch of the MVMM, the MVMM code and private data need to be
loaded to a memory region protected from bus master accesses. Support for protected
memory region is required for DMA-remapping hardware implementations on platforms
supporting Intel TXT, and is optional for non-Intel TXT platforms. Since the protected
memory region needs to be enabled before the MVMM is launched, hardware should
support enabling of the protected memory region independently from enabling the
DMA-remapping hardware.

As part of the secure launch process, the SINIT-AC module verifies the protected
memory regions are properly configured and enabled. Once launched, the MVMM can
setup the initial DMA-remapping structures in protected memory (to ensure they are
protected while being setup) before enabling the DMA-remapping hardware units.
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2.5.5

2.5.6
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To optimally support platform configurations supporting varying amounts of main
memory, the protected memory region is defined as two non-overlapping regions:

¢ Protected Low-memory Region: This is defined as the protected memory region
below 4 GB to hold the MVMM code/private data, and the initial DMA-remapping
structures that control DMA to host physical addresses below 4 GB. DMA-
remapping hardware implementations on platforms supporting Intel TXT are
required to support protected low-memory region 5.

¢ Protected High-memory Region: This is defined as a variable sized protected
memory region above 4 GB, enough to hold the initial DMA-remapping structures
for managing DMA accesses to addresses above 4 GB. DMA-remapping hardware
implementations on platforms supporting Intel TXT are required to support
protected high-memory region 6, if the platform supports main memory above
4 GB.

Once the protected low/high memory region registers are configured, bus master
protection to these regions is enabled through the Protected Memory Enable register.
For platforms with multiple DMA-remapping hardware units, each of the DMA-
remapping hardware units should be configured with the same protected memory
regions and enabled.

DRAM Protected Range (DPR)

This protection range only applies to DMA accesses and GMADR translations. It serves a
purpose of providing a memory range that is only accessible to processor streams. The
range just below TSEGMB is protected from DMA accesses.

The DPR range works independent of any other range, including the PMRC checks in
Intel VT-d. It occurs post any Intel VT-d translation. Therefore, incoming cycles are
checked against this range after the Intel VT-d translation and faulted if they hit this
protected range, even if they passed the Intel VT-d translation.

The system will set up:

e 0 to (TSEG_BASE - DPR size - 1) for DMA traffic

e TSEG_BASE to (TSEG_BASE - DPR size) as no DMA.
After some time, software could request more space for not allowing DMA. It will get
some more pages and make sure there are no DMA cycles to the new region. DPR size

is changed to the new value. When it does this, there should not be any DMA cycles
going to DRAM to the new region.

If there were cycles from a rogue device to the new region, then those cycles could use
the previous decode until the new decode can ensure PV. No flushing of cycles is
required.

All upstream cycles from 0 to (TSEG_BASE - 1 - DPR size), and not in the legacy holes
(VGA), are decoded to DRAM.

Pre-allocated Memory

Voids of physical addresses that are not accessible as general system memory and
reside within the system memory address range (< TOLUD) are created for SMM-mode,
legacy VGA graphics compatibility, and GFX GTT stolen memory. It is the
responsibility of BIOS to properly initialize these regions.
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2.6

Datasheet, Volume 2 of 2

PCI Memory Address Range (TOLUD - 4 GB)

Top of Low Usable DRAM (TOLUD) - TOLUD is restricted to 4 GB memory (A[31:20]),
but the System Agent may support up to a much higher capacity, which is limited by
DRAM pins.

This address range from the top of low usable DRAM (TOLUD) to 4 GB is normally
mapped to the DMI Interface.
Device 0 exceptions are:

1. Addresses decoded to the egress port registers (PXPEPBAR).

2. Addresses decoded to the memory mapped range for internal MCH registers
(MCHBAR).

3. Addresses decoded to the registers associated with the MCH/PCH Serial
Interconnect (DMI) register memory range. (DMIBAR).
For each PCI Express* port, there are two exceptions to this rule:

4. Addresses decoded to the PCI Express Memory Window defined by the MBASE,
MLIMIT registers are mapped to PCI Express.

5. Addresses decoded to the PCI Express prefetchable Memory Window defined by the
PMBASE, PMLIMIT registers are mapped to PCI Express.
In Processor Graphics configurations, there are exceptions to this rule:
6. Addresses decode to the Processor Graphics translation window (GMADR).
7. Addresses decode to the Processor Graphics translation table or Processor Graphics
registers. (GTTMMADR).
In an Intel VT enable configuration, there are exceptions to this rule:

8. Addresses decoded to the memory mapped window to Graphics Intel VT remap
engine registers (GFXVTBAR).

9. Addresses decoded to the memory mapped window to DMI VC1 Intel VT remap
engine registers (DMIVC1BAR).

10. Addresses decoded to the memory mapped window to PEG/DMI VCO Intel VT
remap engine registers (VTIDPVCOBAR).

11. TCm accesses (to Intel ME stolen memory) from PCH do not go through Intel VT
remap engines.
Some of the MMIO Bars may be mapped to this range or to the range above TOUUD.

There are sub-ranges within the PCI memory address range defined as APIC
Configuration Space, MSI Interrupt Space, and High BIOS address range. The
exceptions listed above for Processor Graphics and the PCI Express ports should NOT
overlap with these ranges.
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Figure 2-6. PCI Memory Address Range
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2.6.1 APIC Configuration Space (FECO_Oh — FECF_FFFFh)

This range is reserved for APIC configuration space. The I/O APIC(s) usually reside in
the PCH portion of the chipset, but may also exist as stand-alone components like PXH.

The IOAPIC spaces are used to communicate with IOAPIC interrupt controllers that
may be populated in the system. Since it is difficult to relocate an interrupt controller
using plug-and-play software, fixed address decode regions have been allocated for
them. Processor accesses to the default IOAPIC region (FECO_Oh to FEC7_FFFFh) are
always forwarded to DMI.

The processor optionally supports additional I/O APICs behind the PCI Express*
“Graphics” port. When enabled using the APIC_BASE and APIC_LIMIT registers
(mapped PCI Express* Configuration space offset 240h and 244h), the PCI Express*
port(s) will positively decode a subset of the APIC configuration space.

Memory requests to this range would then be forwarded to the PCI Express* port. This
mode is intended for the entry Workstation/Server SKU of the PCH, and would be
disabled in typical Desktop systems. When disabled, any access within the entire APIC
Configuration space (FECO_Oh to FECF_FFFFh) is forwarded to DMI.

2.6.2 HSEG (FEDA_Oh - FEDB_FFFFh)

This decode range is not supported on this processor platform.

2.6.3 MSI Interrupt Memory Space (FEEO_Oh - FEEF_FFFFh)

Any PCI Express* or DMI device may issue a Memory Write to OFEEx_xxxxh. This
Memory Write cycle does not go to DRAM. The system agent will forward this Memory
Write along with the data to the processor as an Interrupt Message Transaction.

2.6.4 High BIOS Area

For security reasons, the processor will positively decode this range to DMI. This
positive decode ensures any overlapping ranges will be ignored. This ensures that the
boot vector and BIOS execute off the PCH.

The top 2 MB (FFEO_Oh - FFFF_FFFFh) of the PCI Memory Address Range is reserved
for System BIOS (High BIOS), extended BIOS for PCI devices, and the A20 alias of the
system BIOS.

The processor begins execution from the High BIOS after reset. This region is positively
decoded to DMI. The actual address space required for the BIOS is less than 2 MB.
However, the minimum processor MTRR range for this region is 2 MB; thus, the full 2
MB should be considered.
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Main Memory Address Space (4 GB to TOUUD)

The maximum main memory size supported is 32 GB total DRAM memory.

A hole between TOLUD and 4 GB occurs when main memory size approaches 4 GB or
larger. As a result, TOM and TOUUD registers and REMAPBASE/REMAPLIMIT registers
become relevant.

The remap configuration registers exist to remap lost main memory space. The greater
than 32-bit remap handling will be handled similar to other MCHs.

Upstream read and write accesses above 39-bit addressing will be treated as invalid
cycles by PEG and DMI.

Top of Memory (TOM)

The "Top of Memory" (TOM) register reflects the total amount of populated physical
memory. This is NOT necessarily the highest main memory address (holes may exist in
main memory address map due to addresses allocated for memory mapped 10 above
TOM).

The TOM was used to allocate the Intel Management Engine (Intel ME) stolen memory.
The Intel ME stolen size register reflects the total amount of physical memory stolen by
the Intel ME. The Intel ME stolen memory is located at the top of physical memory. The
Intel ME stolen memory base is calculated by subtracting the amount of memory stolen
by the Intel ME from TOM.

Top of Upper Usable DRAM (TOUUD)

The Top of Upper Usable DRAM (TOUUD) register reflects the total amount of
addressable DRAM. If remap is disabled, TOUUD will reflect TOM minus Intel ME stolen
size. If remap is enabled, then it will reflect the remap limit. When there is more than 4
GB of DRAM and reclaim is enabled, the reclaim base will be the same as TOM minus
Intel ME stolen memory size to the nearest 1 MB alignment.

Top of Low Usable DRAM (TOLUD)

TOLUD register is restricted to 4 GB memory (A[31:20]), but the processor can support
up to 32 GB, limited by DRAM pins. For physical memory greater than 4 GB, the TOUUD
register helps identify the address range between the 4 GB boundary and the top of
physical memory. This identifies memory that can be directly accessed (including
remap address calculation) that is useful for memory access indication and early path
indication. TOLUD can be 1 MB aligned.

TSEG_BASE

The "TSEG_BASE" register reflects the total amount of low addressable DRAM, below
TOLUD. BIOS will calculate memory size and program this register; thus, the system

agent has knowledge of where (TOLUD) - (Gfx stolen) — (Gfx GTT stolen) - (TSEG) is
located. I/O blocks use this minus DPR for upstream DRAM decode.
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2.7.5 Memory Re-claim Background

The following are examples of Memory Mapped IO devices that are typically located
below 4 GB:

e High BIOS

e TSEG

e GFX stolen

e GTT stolen

e XAPIC

e Local APIC

e MSI Interrupts

¢ Mbase/Mlimit

e Pmbase/PMIimit

e Memory Mapped IO space that supports only 32B addressing
The processor provides the capability to re-claim the physical memory overlapped by
the Memory Mapped IO logical address space. The MCH re-maps physical memory from

the Top of Low Memory (TOLUD) boundary up to the 4 GB boundary to an equivalent
sized logical address range located just below the Intel ME stolen memory.

2.7.6 Indirect Accesses to MCHBAR Registers

Similar to prior chipsets, MCHBAR registers can be indirectly accessed using:
e Direct MCHBAR access decode:
— Cycle to memory from processor
— Hits MCHBAR base, AND
— MCHBAR is enabled, AND
— Within MMIO space (above and below 4 GB)
e GTTMMADR (10h - 13FFFh) range -> MCHBAR decode:
— Cycle to memory from processor, AND
— Device 2 (Processor Graphics) is enabled, AND
— Memory accesses for device 2 is enabled, AND
— Targets GFX MMIO Function 0, AND

— MCHBAR is enabled or cycle is a read. If MCHBAR is disabled, only read access
is allowed

¢ MCHTMBAR -> MCHBAR (Thermal Monitor)

— Cycle to memory from processor, AND
— Targets MCHTMBAR base
e IOBAR -> GTTMMADR -> MCHBAR

— Follows IOBAR rules. Refer GTTMMADR information above as well
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Memory Remapping

An incoming address (referred to as a logical address) is checked to see if it falls in the
memory re-map window. The bottom of the re-map window is defined by the value in
the REMAPBASE register. The top of the re-map window is defined by the value in the
REMAPLIMIT register. An address that falls within this window is re-mapped to the
physical memory starting at the address defined by the TOLUD register. The TOLUD
register should be 1 MB aligned.

Hardware Remap Algorithm

The following pseudo-code defines the algorithm used to calculate the DRAM address to
be used for a logical address above the top of physical memory made available using
re-claiming.

IF (ADDRESS IN[38:20] >= REMAP BASE[35:20]) AND
(ADDRESS_IN[38:20] <= REMAP_ LIMIT[35:20]) THEN

ADDRESS OUT([38:20] = (ADDRESS IN[38:20] - REMAP BASE[35:20]) +
0000000b & TOLUD[31:20]
ADDRESS OUT[19:0] = ADDRESS IN[19:0]

PCI Express* Configuration Address Space

PCIEXBAR is located in Device 0 configuration space. The processor detects memory
accesses targeting PCIEXBAR. BIOS should assign this address range such that it will
not conflict with any other address ranges.

Graphics Memory Address Ranges

The integrated memory controller can be programmed to direct memory accesses to
the Processor Graphics when addresses are within any of the ranges specified using
registers in MCH Device 2 configuration space.

e The Graphics Memory Aperture Base Register (GMADR) is used to access graphics
memory allocated using the graphics translation table.

e The Graphics Translation Table Base Register (GTTADR) is used to access the
translation table and graphics control registers. This is part of the GTTMMADR
register.

These ranges can reside above the Top-of-Low-DRAM and below High BIOS and APIC
address ranges. They should reside above the top of memory (TOLUD) and below 4 GB
so they do not take any physical DRAM memory space.

Alternatively, these ranges can reside above 4 GB, similar to other BARs that are larger
than 32 bits in size.

GMADR is a Prefetchable range in order to apply USWC attribute (from the processor
point of view) to that range. The USWC attribute is used by the processor for write
combining.
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2.9.1

Note:

2.9.2

2.10

Table 2-5.

IOBAR Mapped Access to Device 2 MMIO Space

Device 2, Processor Graphics, contains an IOBAR register. If Device 2 is enabled,
Processor Graphics registers or the GTT table can be accessed using this IOBAR. The
IOBAR is composed of an index register and a data register.

MMIO_Index: MMIO_INDEX is a 32-bit register. A 32-bit (all bytes enabled) I/O write
to this port loads the offset of the MMIO register or offset into the GTT that needs to be
accessed. An I/0O Read returns the current value of this register. I/O read/write
accesses less than 32 bits in size (all bytes enabled) will not target this register.

MMIO_Data: MMIO_DATA is a 32-bit register. A 32-bit (all bytes enabled) I/O write to
this port is re-directed to the MMIO register pointed to by the MMIO-index register. An
I/0 read to this port is re-directed to the MMIO register pointed to by the MMIO-index
register. I/O read/write accesses less than 32 bits in size (all bytes enabled) will not
target this register.
The result of accesses through IOBAR can be:

e Accesses directed to the GTT table. (that is, route to DRAM)

e Accesses to Processor Graphics registers with the device.

e Accesses to Processor Graphics display registers now located within the PCH. (that

is, route to DMI).

GTT table space writes (GTTADR) are supported through this mapping mechanism.

This mechanism to access Processor Graphics MMIO registers should NOT be used to
access VGA I/0 registers that are mapped through the MMIO space. VGA registers
should be accessed directly through the dedicated VGA 1/0 ports.

Trusted Graphics Ranges

Trusted graphics ranges are NOT supported.

System Management Mode (SMM)

The Core handles all SMM mode transaction routing. The platform does not support
HSEG, and the processor will does not allow I/O devices access to CSEG/TSEG/HSEG
ranges.

DMI Interface and PCI Express* masters are Not allowed to access the SMM
space.

SMM Regions

SMM Space Enabled Transaction Address Space DRAM Space (DRAM)
Compatible (C) 000A_0Oh to 000B_FFFFh 000A_0Oh to 000B_FFFFh
TSEG (T) (TOLUD - STOLEN - TSEG) to (TOLUD - STOLEN - TSEG) to TOLUD -
TOLUD - STOLEN STOLEN
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SMM and VGA Access Through GTT TLB

Accesses through GTT TLB address translation SMM DRAM space are not allowed.
Writes will be routed to memory address 000C_Oh with byte enables de-asserted and
reads will be routed to Memory address 000C_0Oh. If a GTT TLB translated address hits
SMM DRAM space, an error is recorded.

PCI Express* and DMI Interface originated accesses are never allowed to access SMM
space directly or through the GTT TLB address translation. If a GTT TLB translated
address hits enabled SMM DRAM space, an error is recorded.

PCI Express and DMI Interface write accesses through the GMADR range will not be
snooped. Only PCI Express and DMI assesses to GMADR linear range (defined using
fence registers) are supported. PCI Express and DMI Interface tileY and tileX writes to
GMADR are not supported. If, when translated, the resulting physical address is to
enable SMM DRAM space, the request will be remapped to address 000C_0h with de-
asserted byte enables.

PCI Express and DMI Interface read accesses to the GMADR range are not supported.
Therefore, there are no address translation concerns. PCI Express and DMI Interface
reads to GMADR will be remapped to address 000C_0h. The read will complete with UR
(unsupported request) completion status.

GTT fetches are always decoded (at fetch time) to ensure fetch is not in SMM (actually,
anything above base of TSEG or 640 KB - 1 MB). Thus, the fetches will be invalid and
go to address 000C_0Oh. This is not specific to PCI Express or DMI; it also applies to
processor or Processor Graphics engines.

Intel® Management Engine (Intel® ME) Stolen
Memory Accesses

There are two ways to validly access Intel ME stolen memory:

e PCH accesses mapped to VCm will be decoded to ensure only Intel ME stolen
memory is targeted. These VCm accesses will route non-snooped directly to DRAM.
This is the means by which the Intel ME (located within the PCH) is able to access
the Intel ME stolen range.

o The display engine is allowed to access Intel ME stolen memory as part of Intel®
KVM technology flows. Specifically, display-initiated HHP reads (for displaying a
Intel KVM technology frame) and display initiated LP non-snoop writes (for display
writing an Intel KVM technology captured frame) to Intel ME stolen memory are
allowed.

I/0 Address Space

The system agent generates either DMI Interface or PCI Express* bus cycles for all
processor I/0 accesses that it does not claim. The Configuration Address Register
(CONFIG_ADDRESS) and the Configuration Data Register (CONFIG_DATA) are used to
generate PCI configuration space access.

The processor allows 64K+3 bytes to be addressed within the I/O space. The upper 3
locations can be accessed only during I/O address wrap-around.
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2.13.1

A set of I/0 accesses are consumed by the Processor Graphics device if it is enabled.
The mechanisms for Processor Graphics I/0O decode and the associated control is
explained in following sub-sections.

The I/0 accesses are forwarded normally to the DMI Interface bus unless they fall
within the PCI Express I/O address range as defined by the mechanisms explained
below. I/O writes are NOT posted. Memory writes to PCH or PCI Express are posted.
The PCI Express devices have a register that can disable the routing of I/0 cycles to the
PCI Express device.

The processor responds to I/O cycles initiated on PCI Express or DMI with an UR status.
Upstream I/0 cycles and configuration cycles should never occur. If one does occur, the
transaction will complete with an UR completion status.

I/0 reads that lie within 8-byte boundaries but cross 4-byte boundaries are issued from
the processor as one transaction. The reads will be split into two separate transactions.
I/0 writes that lie within 8-byte boundaries but cross 4-byte boundaries will be split
into two transactions by the processor.

PCI Express* I/0 Address Mapping

The processor can be programmed to direct non-memory (I/0) accesses to the PCI
Express bus interface when processor initiated I/O cycle addresses are within the PCI
Express I/O address range. This range is controlled using the I/O Base Address
(IOBASE) and I/0 Limit Address (IOLIMIT) registers in Device 1 Functions 0, 1, 2
configuration space.

Address decoding for this range is based on the following concept. The top 4 bits of the
respective I/0 Base and I/O Limit registers correspond to address bits A[15:12] of an
I/0O address. For the purpose of address decoding, the device assumes that the lower
12 address bits A[11:0] of the I/O base are zero and that address bits A[11:0] of the I/
O limit address are FFFh. This forces the I/O address range alignment to a 4 KB
boundary and produces a size granularity of 4 KB.

The processor positively decodes I/0O accesses to PCI Express I/0O address space as
defined by the following equation:

I/0_Base Address < processor I/O Cycle Address < I/O Limit Address

The effective size of the range is programmed by the plug-and-play configuration
software and it depends on the size of I/O space claimed by the PCI Express device.

The processor also forwards accesses to the Legacy VGA I/0 ranges according to the
settings in the PEG configuration registers BCTRL (VGA Enable) and PCICMD (IOAE),

unless a second adapter (monochrome) is present on the DMI Interface/PCI (or ISA).
The presence of a second graphics adapter is determined by the MDAP configuration

bit. When MDAP is set to 1, the processor will decode legacy monochrome I/O ranges
and forward them to the DMI Interface. The I/O ranges decoded for the monochrome
adapter are 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, and 3BFh.

The PEG I/O address range registers defined above are used for all I/O space allocation
for any devices requiring such a window on PCI-Express.

The PCICMD register can disable the routing of I/O cycles to PCI Express.
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Dirlect Media Interface (DMI) Interface Decode
Rules

DMI does not apply to U Processors.

All "SNOOP semantic" PCI Express* transactions are kept coherent with processor
caches.

All "Snoop not required semantic" cycles reference the main DRAM address range. PCI
Express non-snoop initiated cycles are not snooped.

The processor accepts accesses from the DMI Interface to the following address
ranges:

¢ All snoop memory read and write accesses to Main DRAM including PAM region
(except stolen memory ranges, TSEG, AOh - BFFFFh space).

e Write accesses to enabled VGA range, MBASE/MLIMIT, and PMBASE/PMLIMIT will
be routed as peer cycles to the PCI Express interface.

e Write accesses above the top of usable DRAM and below 4 GB (not decoding to PCI
Express or GMADR space) will be treated as master aborts.

e Read accesses above the top of usable DRAM and below 4 GB (not decoding to PCI
Express) will be treated as unsupported requests.

e Reads and accesses above the TOUUD will be treated as unsupported requests on
VCO.

DMI Interface memory read accesses that fall between TOLUD and 4 GB are considered
invalid and will master abort. These invalid read accesses will be reassigned to address
000C_0Oh and dispatch to DRAM. Reads will return unsupported request completion.
Writes targeting PCI Express space will be treated as peer-to-peer cycles.

There is a known usage model for peer writes from DMI to PEG. A video capture card
can be plugged into the PCH PCI bus. The video capture card can send video capture
data (writes) directly into the frame buffer on an external graphics card (writes to the
PEG port). As a result, peer writes from DMI to PEG should be supported.

I/0 cycles and configuration cycles are not supported in the upstream direction. The
result will be an unsupported request completion status.

DMI Accesses to the Processor that Cross Device
Boundaries

The processor does not support transactions that cross device boundaries. This should
not occur because PCI Express transactions are not allowed to cross a 4 KB boundary.

For reads, the processor will provide separate completion status for each naturally-
aligned 64-byte block or, if chaining is enabled, each 128-byte block. If the starting
address of a transaction hits a valid address, the portion of a request that hits that
target device (PCI Express or DRAM) will complete normally.

If the starting transaction address hits an invalid address, the entire transaction will be
remapped to address 000C_Oh and dispatched to DRAM. A single unsupported request
completion will result.
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2.14.2 Traffic Class (TC) / Virtual Channel (VC) Mapping Details
e VCO (enabled by default)

Snoop port and Non-snoop Asynchronous transactions are supported.

Internal Graphics GMADR writes can occur. These writes will NOT be snooped
regardless of the snoop not required (SNR) bit.

Processor Graphics GMADR reads (unsupported).
Peer writes can occur. The SNR bit is ignored.

MSI can occur. These will route and be sent to the cores as Intlogical/
IntPhysical interrupts regardless of the SNR bit.

VLW messages can occur. These will route and be sent to the cores as VLW
messages regardless of the SNR bit.

MCTP messages can occur. These are routed in a peer fashion.

e VC1 (Optionally enabled)

Supports non-snoop transactions only. (Used for isochronous traffic). The PCI
Express* Egress port (PXPEPBAR) should also be programmed appropriately.

The snoop not required (SNR) bit should be set. Any transaction with the SNR
bit not set will be treated as an unsupported request.

MSI and peer transactions are treated as unsupported requests.

No "pacer" arbitration or TWRR arbitration will occur. Never remaps to different
port. (PCH takes care of Egress port remapping). The PCH meters TCm Intel ME
accesses and Intel® High Definition Audio (Intel® HD Audio) TC1 access
bandwidth.

Processor Graphics GMADR writes and GMADR reads are not supported.

e VCm accesses

Datasheet, Volume 2 of 2

VCm access only map to Intel ME stolen DRAM. These transactions carry the
direct physical DRAM address (no redirection or remapping of any kind will
occur). This is how the PCH Intel ME accesses its dedicated DRAM stolen space.

DMI block will decode these transactions to ensure only Intel ME stolen
memory is targeted, and abort otherwise.

VCm transactions will only route non-snoop.
VCm transactions will not go through VTd remap tables.
The remapbase/remaplimit registers to not apply to VCm transactions.
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Figure 2-7. Example: DMI Upstream VCO Memory Map
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2.15

Note:

2.15.1

PCI Express* Interface Decode Rules

PCI Express* (PCle) does not apply to U Processors.

All "SNOOP semantic" PCI Express* transactions are kept coherent with processor
caches. All "Snoop not required semantic" cycles should reference the direct DRAM
address range. PCI Express non-snoop initiated cycles are not snooped. If a "Snoop not
required semantic" cycle is outside of the address range mapped to system memory,
then it will proceed as follows:

e Reads: Sent to DRAM address 000C_0h (non-snooped) and will return
"unsuccessful completion".

e Writes: Sent to DRAM address 000C_0h (non-snhooped) with byte enables all
disabled Peer writes from PEG to DMI are not supported.

If PEG bus master enable is not set, all reads and writes are treated as unsupported
requests.

TC/VC Mapping Details
e VCO (enabled by default)

— Snoop port and Non-snoop Asynchronous transactions are supported.

— Processor Graphics GMADR writes can occur. Unlike FSB chipsets, these will
NOT be snooped regardless of the snoop not required (SNR) bit.

— Processor Graphics GMADR reads (unsupported).

— Peer writes are only supported between PEG ports. PEG to DMI peer write
accesses are NOT supported.

— MSI can occur. These will route to the cores (IntLogical/IntPhysical) regardless
of the SNR bit.

e VC1 is not supported.
e VCm is not supported.
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PEG Upstream VCO Memory Map

Figure 2-8.
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mem writes -> CPU (IntLogical/IntPhysical)

mem reads -> Invalid transaction

mem writes -> non-snoop mem write
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> Invalid transaction

mem writes -> invalid transaction

mem reads

PCI Express (Device 1 Functions), and/or to the DMI

Legacy VGA and I/O Range Decode Rules

The legacy 128 KB VGA memory range 000A_Oh - 000B_FFFFh can be mapped to
Processor Graphics (Device 2),

2.16

interface depending on the programming of the VGA steering bits. Priority for VGA

mapping is constant in that the processor always decodes internally mapped devices

first. Internal to the processor, decode precedence is always given to Processor

Graphics. The processor always positively decodes internally mapped devices, namely
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the Processor Graphics. Subsequent decoding of regions mapped to either PCI Express
port or the DMI Interface depends on the Legacy VGA configurations bits (VGA Enable
and MDAP).

For the remainder of this section, PCI Express can refer to either the device 1 port
functions.

VGA range accesses will always be mapped as UC type memory.
Accesses to the VGA memory range are directed to Processor Graphics depend on the
configuration. The configuration is specified by:

e Processor Graphics controller in Device 2 is enabled (DEVEN.D2EN bit 4)

e Processor Graphics VGA in Device 0 Function 0 is enabled through register GGC bit
1.

e Processor Graphics's memory accesses (PCICMD2 04h — 05h, MAE bit 1) in Device
2 configuration space are enabled.

¢ VGA compatibility memory accesses (VGA Miscellaneous Output register - MSR
Register, bit 1) are enabled.

e Software sets the proper value for VGA Memory Map Mode register (VGA GR06
Register, bits 3:2). Refer the following table for translations.

Table 2-6. Processor Graphics Frame Buffer Accesses
Memory Access _ _ _
GRO6(3:2) AOh - AFFFFh BOh - B7ZFFFh MDA B8000h - BFFFFh
00 Processor Graphics Processor Graphics Processor Graphics
01 Processor Graphics PCI Express bridge or DMI PCI Express bridge or DMI
interface interface
10 PCI Express bridge or DMI Processor Graphics PCI Express bridge or DMI
interface interface
11 PCI Express bridge or DMI PCI Express bridge or DMI Processor Graphics
interface interface
Note: Additional qualification within Processor Graphics comprehends internal MDA support.

The VGA and MDA enabling bits detailed below control segments not mapped to
Processor Graphics.

VGA I/0 range is defined as addresses where A[15:0] are in the ranges 03B0h to
03BBh, and 03C0h to 03DFh. VGA I/0O accesses are directed to Processor Graphics

depends on the following configuration:

¢ Processor Graphics controller in Device 2 is enabled through register DEVEN.D2EN

bit 4.

e Processor Graphics VGA in Device 0 Function 0 is enabled through register GGC bit

1.

e Processor Graphics's I/0O accesses (PCICMD2 04 - 05h, IOAE bit 0) in Device 2 are

enabled.

e VGA I/0 decodes for Processor Graphics uses 16 address bits (15:0) there is no
aliasing. This is different when compared to a bridge device (Device 1) that used
only 10 address bits (A 9:0) for VGA I/O decode.

Datasheet, Volume 2 of 2

41



"] ®
( l n te l > Processor Configuration Register Definitions and Address Ranges

Table 2-7.

Note:

42

e VGA I/0 input/output address select (VGA Miscellaneous Output register - MSR
Register, bit 0) is used to select mapping of I/O access as defined in the following
table.

Processor Graphics VGA I/0 Mapping

I/0 Access - -
MSRbO 3CX 3DX 3BOh - 3BBh 3BCh - 3BFh
Processor | PCI Express bridge or : PCI Express bridge or DMI
0 Graphics DMI interface Processor Graphics interface
Processor : PCI Express bridge or PCI Express bridge or DMI
1 Graphics Processor Graphics DMI interface interface

Additional qualification within Processor Graphics comprehends internal MDA support.
The VGA and MDA enabling bits detailed below control ranges not mapped to Processor
Graphics.

For regions mapped outside of the Processor Graphics (or if Processor Graphics is
disabled), the legacy VGA memory range AOh - BFFFFh are mapped to the DMI
Interface or PCI Express depending on the programming of the VGA Enable bit in the
BCTRL configuration register in the PEG configuration space, and the MDAPxx bits in
the Legacy Access Control (LAC) register in Device 0 configuration space. The same
register controls mapping VGA I/0 address ranges. The VGA I/0 range is defined as
addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3COh to 3DFh (inclusive of
ISA address aliases — A[15:10] are not decoded). The function and interaction of these
two bits is described below:

VGA Enable: Controls the routing of processor initiated transactions targeting VGA
compatible I/O and memory address ranges. When this bit is set, the following
processor accesses will be forwarded to the PCI Express:

e Memory accesses in the range 0AOh to OBFFFFh
e [/O addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3COh to 3DFh
(including ISA address aliases — A[15:10] are not decoded)
When this bit is setto a "1":

e Forwarding of these accesses issued by the processor is independent of the I/0O
address and memory address ranges defined by the previously defined base and
limit registers.

e Forwarding of these accesses is also independent of the settings of the ISA Enable
settings if this bit is "1".

e Accesses to I/O address range x3BCh - x3BFh are forwarded to the DMI Interface.

When this bit is set to a "0":

e Accesses to I/O address range x3BCh - x3BFh are treated like any other I/O
accesses; the cycles are forwarded to PCI Express if the address is within IOBASE
and IOLIMIT and ISA enable bit is not set. Otherwise, these accesses are forwarded
to the DMI interface.

¢ VGA compatible memory and I/O range accesses are not forwarded to PCI Express
but rather they are mapped to the DMI Interface, unless they are mapped to PCI
Express using I/0O and memory range registers defined above (IOBASE, IOLIMIT)

The following table shows the behavior for all combinations of MDA and VGA.
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Table 2-8.

Table 2-9.
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VGA and MDA IO Transaction Mapping

VGA_en MDAP Range Destination Exceptions / Notes
0 0 VGA, MDA DMI interface
0 1 Illegal Undefined behavior results
1 0 VGA PCI Express
1 1 VGA PCI Express
1 1 MDA DMI interface an3tl2|(':fgc; x3BEh will also go to DMI

The same registers control mapping of VGA I/0 address ranges. The VGA I/0 range is
defined as addresses where A[9:0] are in the ranges 3B0h to 3BBh and 3COh to 3DFh
(inclusive of ISA address aliases — A[15:10] are not decoded). The function and
interaction of these two bits is described below.

MDA Present (MDAP): This bit works with the VGA Enable bit in the BCTRL register of
Device 1 to control the routing of processor-initiated transactions targeting MDA
compatible I/O and memory address ranges. This bit should not be set when the VGA
Enable bit is not set. If the VGA enable bit is set, accesses to I/O address range x3BCh
- x3BFh are forwarded to the DMI Interface. If the VGA enable bit is not set, accesses
to I/0 address range x3BCh - x3BFh are treated just like any other I/O accesses; that
is, the cycles are forwarded to PCI Express if the address is within IOBASE and IOLIMIT
and the ISA enable bit is not set; otherwise, the accesses are forwarded to the DMI
Interface. MDA resources are defined as the following:

MDA Resources

Range Type Address

Memory 0BOh - OB7FFFh

I/0 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh (Including ISA address aliases, A[15:10] are not used
in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will be
forwarded to the DMI interface even if the reference includes I/0 locations not listed
above.

For I/0 reads that are split into multiple DWord accesses, this decode applies to each
DWord independently. For example, a read to x3B3h and x3B4h (quadword read to
x3B0h with BE#=E7h) will result in a DWord read from PEG at 3BOh (BE#=Eh), and a
DWord read from DMI at 3B4h (BE=7h). Since the processor will not issue I/O writes
crossing the DWord boundary, this case does not exist for writes.

Summary of decode priority:
e Processor Graphics VGA, if enabled, gets:
— 03CO0h - 03CFh: always
— 03BOh - 03BBh: if MSR[0]=0 (MSR is I/0 register 03C2h)
— 03DOh - 03DFh: if MSR[0]=1

NOTE: 03BCh - 03BFh never decodes to Processor Graphics; 3BCh - 3BEh are
parallel port I/Os, and 3BFh is only used by true MDA devices.
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Else, if MDA Present (if VGA on PEG is enabled), DMI gets:

— x3B4,5,8,9,A,F (any access with any of these bytes enabled, regardless of the
other BEs)

Else, if VGA on PEG is enabled, PEG gets:
— X3B0Oh - x3BBh

— Xx3CO0h - x3CFh

— x3D0h - x3DFh

Else, if ISA Enable=1, DMI gets:

— upper 768 bytes of each 1K block
Else, IOBASE/IOLIMIT apply.

2.17 I/0 Mapped Registers

The processor contains two registers that reside in the processor I/O address space -
the Configuration Address (CONFIG_ADDRESS) Register and the Configuration Data
(CONFIG_DATA) Register. The Configuration Address Register enables/disables the
configuration space and determines what portion of configuration space is visible
through the Configuration Data window.

88
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Host Bridge/DRAM Registers

Table 3-1. Summary of Bus: 0, Device: 0, Function: 0 (CFG) (Sheet 1 of 2)
Offset (BS\:::S) Register Name (Register Symbol) Default Value

0-1h 2 Vendor Identification (VID)—Offset Oh 8086h
2-3h 2 Device Identification (DID)—Offset 2h 3EXXh
4-5h 2 PCI Command (PCICMD)—Offset 4h 6h
6-7h 2 PCI Status (PCISTS)—Offset 6h 90h
8-8h 1 Revision Identification (RID)—Offset 8h Oh
9-Bh 3 Class Code (CC)—Offset 9h 60h
E-Eh 1 Header Type (HDR)—Offset Eh Oh
2C-2Dh 2 Subsystem Vendor Identification (SVID)—Offset 2Ch Oh
2E-2Fh 2 Subsystem Identification (SID)—Offset 2Eh Oh
34-34h 1 Capabilities Pointer (CAPPTR)—Offset 34h EOh
40-47h 8 PCI Express* Egress Port Base Address (PXPEPBAR)—Offset 40h Oh
48-4Fh 8 Host Memory Mapped Register Range Base (MCHBAR)—Offset 48h Oh
50-51h 2 GMCH Graphics Control Register (GGC)—Offset 50h 500h
54-57h 4 Device Enable (DEVEN)—Offset 54h 84BFh
58-5Bh 4 Protected Audio Video Path Control (PAVPC)—Offset 58h Oh
5C-5Fh 4 DMA Protected Range (DPR)—Offset 5Ch (0]]
60-67h 8 PCI Express Register Range Base Address (PCIEXBAR)—Offset 60h (0]g]
68-6Fh 8 Root Complex Register Range Base Address (DMIBAR)—Offset 68h Oh
70-77h 8 Manageability Engine Base Address Register (MESEG)—Offset 70h 7FFFFO0h
78-7Fh 8 Manageability Engine Limit Address Register (MESEG)—Offset 78h Oh
80-80h 1 Programmable Attribute Map 0 (PAMO)—Offset 80h Oh
81-81h 1 Programmable Attribute Map 1 (PAM1)—Offset 81h Oh
82-82h 1 Programmable Attribute Map 2 (PAM2)—Offset 82h (0]g]
83-83h 1 Programmable Attribute Map 3 (PAM3)—Offset 83h Oh
84-84h 1 Programmable Attribute Map 4 (PAM4)—Offset 84h Oh
85-85h 1 Programmable Attribute Map 5 (PAM5)—Offset 85h (0]g]
86-86h 1 Programmable Attribute Map 6 (PAM6)—Offset 86h Oh
87-87h 1 Legacy Access Control (LAC)—Offset 87h Oh
88-88h 1 System Management RAM Control (SMRAMC)—Offset 88h 2h
90-97h 8 Remap Base Address Register (REMAPBASE)—Offset 90h 7FFFFO0h
98-9Fh 8 Remap Limit Address Register (REMAPLIMIT)—Offset 98h Oh
AO0-A7h 8 Top of Memory (TOM)—Offset AOh 7FFFFO0h
A8-AFh 8 Top of Upper Usable DRAM (TOUUD)—Offset A8h Oh
BO-B3h 4 Base Data of Stolen Memory (BDSM)—Offset BOh Oh
B4-B7h 4 Base of GTT stolen Memory (BGSM)—Offset B4h 100h
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Host Bridge/DRAM Registers

Table 3-1. Summary of Bus: 0, Device: 0, Function: 0 (CFG) (Continued) (Sheet 2 of 2)
Size . .
Offset (Bytes) Register Name (Register Symbol) Default Value
B8-BBh 4 TSEG Memory Base (TSEGMB)—Offset B8h Oh
BC-BFh 4 Top of Low Usable DRAM (TOLUD)—Offset BCh 100h
C8-C9%h 2 Error Status (ERRSTS)—Offset C8h Oh
CA-CBh 2 Error Command (ERRCMD)—Offset CAh Oh
CC-CDh 2 SMI Command (SMICMD)—Offset CCh Oh
CE-CFh 2 SCI Command (SCICMD)—Offset CEh Oh
DC-DFh 4 Scratchpad Data (SKPD)—Offset DCh Oh
E4-E7h 4 Capabilities A (CAPID0)—Offset E4h Oh
E8-EBh 4 Capabilities B (CAPID0)—Offset E8h Oh
EC-EFh 4 Capabilities C (CAPID0)—Offset ECh Oh
3.1 Vendor Identification (VID)—Offset Oh
This register combined with the Device Identification register uniquely identifies any
PCI device.
Access Method
Type: CFG
ffset: [B:0, D:0, F:0] + Oh
(Size: 16 bits) Offset: [B:0, D:0, F:0] + 0
Default: 8086h
15 12 8 4 0
1 0 0 0 0 0 0 0 1 0 0 1 1 0
a
>
Bit Default
and Field Name (ID): Description
Range Access
8086h e L B s
15:0 RO VID: Vendor Identification Number: PCI standard identification for Intel.
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3.2 Device Identification (DID)—Offset 2h

This register combined with the Vendor Identification register uniquely identifies any
PCI device.

Access Method

Type: CFG
: [B: : :0] +
(Size: 16 bits) Offset: [B:0, D:0, F:0] + 2h
Default: 3EXXh
15 12 8 4
0 0 1 1 1 1 1 0 X X X X X X X X
i) )
0] <
= o,
Dl a)
o o
Bit Default
and Field Name (ID): Description
Range Access
. 3Eh DID_MSB: Device Identification Number MSB: This is the upper part of device
15:8 RO identification assigned to the processor.
2:0 XXh DID_SKU: Device Identification Number SKU: This is the lower part of device
' ROV identification assigned to the processor.
3.3 PCI Command (PCICMD)—Offset 4h
Since Device #0 does not physically reside on PCI_A many of the bits are not
implemented.

Access Method

Type: CFG . IR- . .
(Size: 16 bits) Offset: [B:0, D:0, F:0] + 4h
Default: 6h
15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0
E 2 le e g |8 |e|y|y |y
ﬁ m 4 [ 4 Ie) = ) % = o
14 w ] %) L = s —
0 [a) a a
< <
©)
>
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Bit Default
Range and Field Name (ID): Description
9 Access
Oh
15:10 RO Reserved (RSVD): Reserved.
oh FB2B: Fast Back-to-Back Enable: This bit controls whether or not the master can do
9 R fast back-to-back write. Since device 0 is strictly a target this bit is not implemented
0 and is hardwired to 0. Writes to this bit position have no effect.
SERRE: SERR Enable: This bit is a global enable bit for Device 0 SERR messaging. The
Processor communicates the SERR condition by sending an SERR message over DMI to
the PCH.
1: The Processor is enabled to generate SERR messages over DMI for specific Device
0 error conditions that are individually enabled in the ERRCMD and DMIUEMSK
s Oh registers. The error status is reported in the ERRSTS, PCISTS, and DMIUEST registers.
RW 0: The SERR message is not generated by the Host for Device 0.
This bit only controls SERR messaging for Device 0. Other integrated devices have
their own SERRE bits to control error reporting for error conditions occurring in each
device. The control bits are used in a logical OR manner to enable the SERR DMI
message mechanism.
OPI N/A
7 Oh ADSTEP: Address/Data Stepping Enable: Address/data stepping is not implemented
RO in the CPU, and this bit is hardwired to 0. Writes to this bit position have no effect.
PERRE: OPI - N/A Parity Error Enable: Controls whether or not the Master Data Parity
6 Oh Error bit in the PCI Status register can bet set.
RW 0: Master Data Parity Error bit in PCI Status register can NOT be set.
1: Master Data Parity Error bit in PCI Status register CAN be set.
5 Oh VGASNOOP: VGA Palette Snoop Enable: The Processor does not implement this bit
RO and it is hardwired to a 0. Writes to this bit position have no effect.
oh MWIE: Memory Write and Invalidate Enable: The Processor will never issue memory
4 RO write and invalidate commands. This bit is therefore hardwired to 0. Writes to this bit
position will have no effect.
3 Oh SCE: Special Cycle Enable: The Processor does not implement this bit and it is
RO hardwired to a 0. Writes to this bit position have no effect.
> 1h BME: Bus Master Enable: The Processor is always enabled as a master on the
RO backbone. This bit is hardwired to a "1’. Writes to this bit position have no effect.
MAE: Memory Access Enable: The Processor always allows access to main memory,
1 1h except when such access would violate security principles. Such exceptions are
RO outside the scope of PCI control. This bit is not implemented and is hardwired to 1.
Writes to this bit position have no effect.
0 Oh IOAE: I/0O Access Enable: This bit is not implemented in the Processor and is
RO hardwired to a 0. Writes to this bit position have no effect.

3.4 PCI Status (PCISTS)—Offset 6h

This status register reports the occurrence of error events on Device 0's PCI interface.
Since Device 0 does not physically reside on PCI_A many of the bits are not
implemented.

Access Method

Type: CFG

(Size: 16 bits) Offset: [B:0, D:0, F:0] + 6h

Default: 90h
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15 12 8 4 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0
w m 0] %) ) [a) Jua} [a) © [ [a)
o ) < < <C ; a o > ) [0)] >
Q —
Tz |k |b 5 S B 2|2 |3 2
Bit Default
Range and Field Name (ID): Description
9 Access
Oh ) s . . . .
15 RWIC DPE: Detected Parity Error: This bit is set when this Device receives a Poisoned TLP.
SSE: Signaled System Error: This bit is set to 1 when Device 0 generates an SERR
oh message over DMI for any enabled Device 0 error condition. Device 0 error conditions
14 c are enabled in the PCICMD, ERRCMD, and DMIUEMSK registers. Device 0 error flags
Rw1 are read/reset from the PCISTS, ERRSTS, or DMIUEST registers. Software clears this
bit by writing a 1 to it.
oh RMAS: Received Master Abort Status: This bit is set when the Processor generates a
13 RW1 DMI request that receives an Unsupported Request completion packet. Software clears
c this bit by writing a 1 to it.
oh RTAS: Received Target Abort Status: This bit is set when the Processor generates a
12 DMI request that receives a Completer Abort completion packet. Software clears this
Rwic bit by writing a 1 to it.
oh STAS: Signaled Target Abort Status: The Processor will not generate a Target Abort
11 R DMI completion packet or Special Cycle. This bit is not implemented and is hardwired
0 to a 0. Writes to this bit position have no effect.
DEVT: DEVSEL Timing: These bits are hardwired to “00”. Writes to these bit positions
10:9 Oh have no affect. Device 0 does not physically connect to PCI_A. These bits are set to
’ RO “00” (fast decode) so that optimum DEVSEL timing for PCI_A is not limited by the
Host.
DPD: Master Data Parity Error Detected: This bit is set when DMI received a Poisoned
8 Oh completion from PCH.
RW1C This bit can only be set when the Parity Error Enable bit in the PCI Command register
is set.
FB2B: Fast Back-to-Back: This bit is hardwired to 1. Writes to these bit positions have
7 1h no effect. Device 0 does not physically connect to PCI_A. This bit is set to 1 (indicating
RO fast back-to-back capability) so that the optimum setting for PCI_A is not limited by
the Host.
Oh
6 RO Reserved (RSVD): Reserved.
Oh .
5 RO MC66: 66 MHz Capable: Does not apply to PCI Express. should be hardwired to 0.
CLIST: Capability List: This bit is hardwired to 1 to indicate to the configuration
1h software that this device/function implements a list of new capabilities. A list of new
4 R capabilities is accessed via register CAPPTR at configuration address offset 34h.
0 Register CAPPTR contains an offset pointing to the start address within configuration
space of this device where the Capability Identification register resides.
Oh
3:0 RO Reserved (RSVD): Reserved.
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Revision Identification (RID)—Offset 8h

This register contains the revision humber of Device #0.
These bits are read only and writes to this register have no effect.

Access Method

Type: CFG

: [B: : :0] +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 8h

Default: Oh

7 4 0
0 0 0 0 0 0 0
Jia) o
g o
Ql
™4
Bit Default
and Field Name (ID): Description
Range Access
7:4 gg RID_MSB: Revision Identification Number MSB: Four MSB of RID
Oh . -
3:0 RO RID: Revision Identification Number: Four LSB of RID

Class Code (CC)—Offset 9h

This register identifies the basic function of the device, a more specific sub-class, and a
register-specific programming interface.

Access Method

Type: CFG

(Size: 24 bits) Offset: [B:0, D:0, F:0] + 9h

Default: 60h

2 2 1 1
3 0 6 2 8 4 0
o 0 0 olo 1 1 olo o o olo o o olo o o olo o o o
0 9 &
o o
o)
[0)]
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Bit Default
Range and Field Name (ID): Description
9 Access
23:16 6h BCC: Base Class Code: This is an 8-bit value that indicates the base class code for the
' RO Host Bridge device. This code has the value 06h, indicating a Bridge device.
15:8 Oh SUBCC: Sub-Class Code: This is an 8-bit value that indicates the category of Bridge
) RO into which the Host Bridge device falls. The code is 00h indicating a Host Bridge.
Oh PI: Programming Interface: This is an 8-bit value that indicates the programming
7:0 R interface of this device. This value does not specify a particular register set layout and
0 provides no practical use for this device.

3.7 Header Type (HDR)—Offset Eh

This register identifies the header layout of the configuration space. No physical
register exists at this location.

Access Method

Type: CFG
(Size: 8 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + Eh

7 4 0
0 0 0 0 0 0 0 0
14
[a)
T
Bit Default
Range and Field Name (ID): Description
9 Access
oh HDR: PCI Header: This field always returns 0 to indicate that the Host Bridge is a
7:0 R single function device with standard header layout. Reads and writes to this location
0 have no effect.
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Subsystem Vendor Identification (SVID)—Offset

2Ch

This value is used to identify the vendor of the subsystem.

Access Method

Type: CFG
(Size: 16 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + 2Ch

15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
a
>
)
=)

)

Bit Default
Range and Field Name (ID): Description
9 Access
oh SUBVID: Subsystem Vendor ID: This field should be programmed during boot-up to
15:0 RW O indicate the vendor of the system board. After it has been written once, it becomes

read only.

Subsystem Identification (SID)—Offset 2Eh

This value is used to identify a particular subsystem.

Access Method

Type: CFG
(Size: 16 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + 2Eh

15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
=]

0
>
]

Bit Default
and Field Name (ID): Description
Range Access
15:0 Oh SUBID: Subsystem ID: This field should be programmed during BIOS initialization.
' RW_O After it has been written once, it becomes read only.
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Capabilities Pointer (CAPPTR)—Offset 34h

The CAPPTR provides the offset that is the pointer to the location of the first device
capability in the capability list.

Access Method
Type: CFG o, . .
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 34h

Default: EOh

7 4 0
1 1 1 0 0 0 0 0
4
'_
o
o
<
o
Bit Default
and Field Name (ID): Description
Range Access
EOh CAPPTR: Capabilities Pointer: Pointer to the offset of the first capability ID register
7:0 block. In this case the first capability is the product-specific Capability Identifier
RO (CAPIDO).

PCI Express* Egress Port Base Address
(PXPEPBAR)—Offset 40h

This is the base address for the PCI Express Egress Port MMIO Configuration space.
There is no physical memory within this 4KB window that can be addressed. The 4KB
reserved by this register does not alias to any PCI 2.3 compliant memory mapped
space. On reset, the EGRESS port MMIO configuration space is disabled and should be
enabled by writing a 1 to PXPEPBAREN [Dev 0, offset 40h, bit 0].

All the bits in this register are locked in Intel TXT mode.
Access Method

Type: CFG . IR- . .

(Size: 64 bits) Offset: [B:0, D:0, F:0] + 40h

Default: Oh
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6 6 5 5 4 4 4 3 3 2 2 2 1 1 3 4 0
3 0 6 2 8 4 0 6 2 8 4 0 6 2
o00100o100o100010oo10oo100o1000100010001000100010000000100010000
[a) [ [a) =
> << > n
0 fra) 0 o
4 o 4 g
E o
% i
o [aY
I
ol
Bit Default
and Field Name (ID): Description
Range Access
Oh
63:39 RO Reserved (RSVD): Reserved.
PXPEPBAR: This field corresponds to bits 38 to 12 of the base address PCI Express
Egress Port MMIO configuration space. BIOS will program this register resulting in a
Oh base address for a 4KB block of contiguous memory address space. This register
38:12 ensures that a naturally aligned 4KB space is allocated within the first 512GB of
RW addressable memory space. System Software uses this base address to program the
PCI Express Egress Port MMIO register set. All the bits in this register are locked in
Intel TXT mode.
Oh
11:1 RO Reserved (RSVD): Reserved.
oh PXPEPBAREN: 0: PXPEPBAR is disabled and does not claim any memory
0 1: PXPEPBAR memory mapped accesses are claimed and decoded appropriately
RW This register is locked by Intel TXT.

Host Memory Mapped Register Range Base
(MCHBAR)—Offset 48h

This is the base address for the Host Memory Mapped Configuration space. There is no
physical memory within this 32KB window that can be addressed. The 32KB reserved
by this register does not alias to any PCI 2.3 compliant memory mapped space. On
reset, the Host MMIO Memory Mapped Configuration space is disabled and should be
enabled by writing a 1 to MCHBAREN [Dev 0, offset48h, bit 0].

All the bits in this register are locked in Intel TXT mode.

The register space contains memory control, initialization, timing, and buffer strength
registers; clocking registers; and power and thermal management registers.

Access Method

Type: CFG

(Size: 64 bits) Offset: [B:0, D:0, F:0] + 48h

Default: Oh
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6 6 5 5 4 4 4 3 3 2 2 2 1 1 8 4 q
3 0 6 2 8 4 0 6 2 8 4 0 6 2
ooo0‘0ooo‘oo0o‘oo0o‘o00(1000(10oo(100oo‘o0o(10oo100010000‘0001000100010000
[a) [ [a) =
> < > ]
[} o %) o
4 T 4 <
2 ;
= g
S
Bit Default
and Field Name (ID): Description
Range Access
Oh
63:39 RO Reserved (RSVD): Reserved.
MCHBAR: This field corresponds to bits 38 to 15 of the base address Host Memory
Mapped configuration space. BIOS will program this register resulting in a base
38:15 Oh address for a 32KB block of contiguous memory address space. This register ensures
' RW that a naturally aligned 32KB space is allocated within the first 512GB of addressable
memory space. System Software uses this base address to program the Host Memory
Mapped register set. All the bits in this register are locked in Intel TXT mode.
h
14:1 go Reserved (RSVD): Reserved.
oh MCHBAREN: 0: MCHBAR is disabled and does not claim any memory
0 1: MCHBAR memory mapped accesses are claimed and decoded appropriately
RW This register is locked in Intel TXT mode.

3.13 GMhCH Graphics Control Register (GGC)—Offset
50

All the bits in this register are Intel TXT lockable.

Access Method

Type: CFG

(Size: 16 bits) Offset: [B:0, D:0, F:0] + 50h

Default: 500h

15 12 8

GMS
GGMS
RSVD | o »
VAMEN | o
IVD | ©
GGCLCK | o ©
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Bit Default
Range and Field Name (ID): Description
9 Access
GMS: This field is used to select the amount of Main Memory that is pre-allocated to
support the Processor Graphics device in VGA (non-linear) and Native (linear) modes.
The BIOS ensures that memory is pre-allocated only when Processor Graphics is
h enabled.
15:8 :W L This register is also Intel TXT lockable.
- Hardware does not clear or set any of these bits automatically based on Processor
Graphics being disabled/enabled.
BIOS Requirement: BIOS should not set this field to Oh if IVD (bit 1 of this register)
is 0.
GGMS: This field is used to select the amount of Main Memory that is pre-allocated to
support the Processor Graphics Translation Table. The BIOS ensures that memory is
pre-allocated only when Processor Graphics is enabled.
7:6 Oh GSM is assumed to be a contiguous physical DRAM space with DSM, and BIOS needs
' RW_L to allocate a contiguous memory chunk. Hardware will derive the base of GSM from
DSM only using the GSM size programmed in the register.
Hardware functionality in case of programming this value to Reserved is not
guaranteed.
Oh Reserved (RSVD): Reserved.
5:3
RO
oh VAMEN: Enables the use of the iGFX engines for Versatile Acceleration.
2 RW L 1: iGFX engines are in Versatile Acceleration Mode. Device 2 Class Code is 048000h.
- 0:- iGFX engines are in iGFX Mode. Device 2 Class Code is 030h.
IVD:
0: Enable. Device 2 (Processor Graphics) claims VGA memory and IO cycles, the Sub-
Class Code within Device 2 Class Code register is 00.
1 Oh 1: Disable. Device 2 (Processor Graphics) does not claim VGA cycles (Mem and I0),
RW_L and the Sub- Class Code field within Device 2 function 0 Class Code register is 80.
BIOS Requirement: BIOS should not set this bit to 0 if the GMS field (bits 7:3 of this
register) pre-allocates no memory.
This register is locked by Intel TXT lock.
h
0 0 GGCLCK: When set to 1b, this bit will lock all bits in this register.
RW_KL

Device Enable (DEVEN)—Offset 54h

Allows for enabling/disabling of PCI devices and functions that are within the Processor
package. The table below the bit definitions describes the behavior of all combinations
of transactions to devices controlled by this register.

All the bits in this register are Intel TXT Lockable.

Access Method

Type: CFG
(Size: 32 bits)

Default: 84BFh

Offset: [B:0, D:0, F:0] + 54h
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3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
0000‘0000‘0000‘0000‘1000‘01oo1011‘1111
[a) zlz|lz|l o |Zz| o |z|lao|lz|z|lz|lz|z|z
> W w > w > w|i>(wiw|w|w|(w|fw
[0)] (N |0 [?)) n wn ([N~ [N |O
< olo|o| £ |o| £ |O|Z|o|a|ls|L|k|o
[a)NaRla)
Bit Default
Range and Field Name (ID): Description
Access
Oh
31:16 RO Reserved (RSVD): Reserved.
D8EN:
15 ih 0: Bus 0 Device 8 is disabled and not visible.
RW_L 1: Bus 0 Device 8 is enabled and visible.
This bit will be set to 0b and remain Ob if Device 8 capability is disabled.
D7EN:
0: Bus 0 Device 7 is disabled and not visible.
14 Oh 1: Bus 0 Device 7 is enabled and visible.
RW Non-production BIOS code should provide a setup option to enable Bus 0 Device 7.
When enabled, Bus 0 Device 7 should be initialized in accordance to standard PCI
device initialization procedures.
13 Oh D6EN: Reserved (RSVD)
RW
Oh Reserved (RSVD): Reserved.
12:11
RO
D5EN:
10 1h 0: Bus 0 Device 5 is disabled and not visible.
RW_L 1: Bus 0 Device 5 is enabled and visible.
This bit will be set to Ob and remain Ob if Device 5 capability is disabled.
Oh Reserved (RSVD): Reserved.
9:8
RO
D4EN:
7 1h 0: Bus 0 Device 4 is disabled and not visible.
RW_L 1: Bus 0 Device 4 is enabled and visible.
This bit will be set to Ob and remain Ob if Device 4 capability is disabled.
Oh Reserved (RSVD): Reserved.
6
RO
D3EN:
5 1h 0: Bus 0 Device 3 is disabled and hidden
RW_L 1: Bus 0 Device 3 is enabled and visible
This bit will be set to Ob and remain Ob if Device 3 capability is disabled.
D2EN:
4 1h 0: Bus 0 Device 2 is disabled and hidden
RW_L 1: Bus 0 Device 2 is enabled and visible
This bit will be set to Ob and remain Ob if Device 2 capability is disabled.
D1FOEN:
3 1h 0: Bus 0 Device 1 Function 0 is disabled and hidden.
RW_L 1: Bus 0 Device 1 Function 0 is enabled and visible.
This bit will be set to 0b and remain Ob if PEG10 capability is disabled.
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Bit Default
Range and Field Name (ID): Description
9 Access
1h D1F1EN:
2 RW L 0: Bus 0 Device 1 Function 1 is disabled and hidden.
- 1: Bus 0 Device 1 Function 1 is enabled and visible.
1h D1F2EN:
1 RW L 0: Bus 0 Device 1 Function 2 is disabled and hidden.
- 1: Bus 0 Device 1 Function 2 is enabled and visible.
1h
0 RO DOEN: Bus 0 Device 0 Function 0 may not be disabled and is therefore hardwired to 1.

Protected Audio Video Path Control (PAVPC)—

Offset 58h

All the bits in this register are locked by Intel TXT. When locked the R/W bits are RO.

Access Method

Type: CFG
(Size: 32 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + 58h

3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
00oo‘oooo‘oooooooo‘oooo‘oooo‘oooooooo
L o~ Z|H|IX|Hd(X|wWw|w
)] la) wlolojw|lo|a|=
0]
3 Z iz E|8l2|3|2
= 4 nlxezl9 <>( o
@] < Z | a
a ; ;
Olz
Bit Default
Range and Field Name (ID): Description
9 Access
PCMBASE: Sizes supported in the processor: 1M, 2M, 4M and 8M. Base value
programmed (from Top of Stolen
31:20 Oh Memory) itself defines the size of the WOPCM. Separate WOPCM size programming is
' RW_L redundant information and not required. Default 1M size programming. 4M
recommended for the processor. This register is locked (becomes read-only) when
PAVPE = 1b.
Oh RSVD2: These bits are reserved for future use.
19:7
RW_L
ASMFEN: ASMF method enabled
6 Oh Ob Disabled (default).
RW_L 1b Enabled.
This register is locked when PAVPLCK is set.
Oh RSVD1: These bits are reserved for future use.
> RW_L
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Bit Default
Range and Field Name (ID): Description
g Access
OVTATTACK: Override of Unsolicited Connection State Attack and Terminate.
4 Oh 0: Disable Override. Attack Terminate allowed.
RW_L 1: Enable Override. Attack Terminate disallowed.
This register bit is locked when PAVPE is set.
HVYMODSEL: This bit is applicable only for PAVP2 operation mode. This bit is also
applicable for PAVP3 mode only if the per-App memory config is disabled due to the
clearing of bit 9 in the Crypto Function Control_1 register (address 0x320F0).
oh 0: Lite Mode (Non-Serpent mode)
3 RW L 1: Serpent Mode
- For enabled PAVP3 mode, this one type boot time programming has been replaced by
per-App programming (through the Media Crypto Copy command). Note that PAVP2 or
PAVP3 mode selection is done by programming bit 8 of the MFX_MODE - Video Mode
register.
oh PAVPLCK: This bit locks all writeable contents in this register when set (including
2 RW KL itself). Only a hardware reset can unlock the register again. This lock bit needs to be
— set only if PAVP is enabled (bit 1 of this register is asserted).
PAVPE:
1 Oh 0: PAVP functionality is disabled.
RW_L 1: PAVP functionality is enabled.
This register is locked when PAVPLCK is set.
PCME: This field enables Protected Content Memory within Graphics Stolen Memory.
This memory is the same as the WOPCM area, whose size is defined by bit 5 of this
register. This register is locked when PAVPLOCK is set.
A value of 0 in this field indicates that Protected Content Memory is disabled, and
cannot be programmed in this manner when PAVP is enabled.
A value of 1 in this field indicates that Protected Content Memory is enabled, and is the
0 Oh only programming option available when PAVP is enabled. (Note that the processor
RW_L legacy Lite mode programming of PCME bit = 0 is not supported. For non-PAVP3 Mode,
even for Lite mode configuration, this bit should be programmed to 1 and
HVYMODESEL = 0).
This bit should always be programmed to 1 if bits 1 and 2 (PAVPE and PAVP lock bits)
are both set. With per-App Memory configuration support, the range check for the
WOPCM memory area should always happen when this bit is set, regardless of Lite or
Serpent mode, or PAVP2 or PAVP3 mode programming.

3.16 DMA Protected Range (DPR)—Offset 5Ch

DMA protected range register.

Access Method

Type: CFG
(Size: 32 bits)

Default: Oh

3
1

2
8

oooo‘oooo‘oooo‘oooo

Offset: [B:0, D:0, F:0] + 5Ch
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Bit Default
Range and Field Name (ID): Description
9 Access
31:20 Oh TopOfDPR: Top address + 1 of DPR. This is the base of TSEG. Bits 19:0 of the BASE
' ROV reported here are 0x0_0000.
Oh
19:12 RO Reserved (RSVD): Reserved.
DPRSIZE: This is the size of memory, in MB, that will be protected from DMA
accesses. A value of 0x00 in this field means no additional memory is protected. The
maximum amount of memory that will be protected is 255 MB.
The amount of memory reported in this field will be protected from all DMA accesses,
including translated Processor accesses and graphics. The top of the protected range is
the BASE of TSEG -1.
Note: If TSEG is not enabled, then the top of this range becomes the base of stolen
graphics, or ME stolen space or TOLUD, whichever would have been the location of
11:4 Oh TSEG, assuming it had been enabled.
' RW_L The DPR range works independently of any other range, including the NoDMA.TABLE
protection or the PMRC checks in VTd, and is done post any VTd translation or Intel
TXT NoDMA lookup. Therefore incoming cycles are checked against this range after the
VTd translation and faulted if they hit this protected range, even if they passed the
VTd translation or were clean in the NoDMA lookup.
All the memory checks are OR'ed with respect to NOT being allowed to go to memory.
So if either PMRC, DPR, NoDMA table lookup, NoDMA.TABLE.PROTECT OR a VTd
translation disallows the cycle, then the cycle is not allowed to go to memory. Or in
other words, all the above checks should pass before a cycle is allowed to DRAM.
Oh Reserved (RSVD): Reserved.
3
RO
EPM: This field controls DMA accesses to the DMA Protected Range (DPR) region.
2 Oh 0: DPR is disabled
RW_L 1: DPR is enabled. All DMA requests accessing DPR region are blocked.
HW reports the status of DPR enable/disable through the PRS field in this register.
oh PRS: This field indicates the status of DPR.
1 ROV 0: DPR protection disabled
1: DPR protection enabled
0 Oh LOCK: All bits which may be updated by SW in this register are locked down when this
RW_KL bit is set.

PCI Express Register Range Base Address
(PCIEXBAR)—Offset 60h

This is the base address for the PCI Express configuration space. This window of
addresses contains the 4KB of configuration space for each PCI Express device that can
potentially be part of the PCI Express Hierarchy associated with the Uncore. There is no
actual physical memory within this window of up to 256MB that can be addressed. The
actual size of this range is determined by a field in this register.

Each PCI Express Hierarchy requires a PCI Express BASE register. The Uncore supports
one PCI Express Hierarchy. The region reserved by this register does not alias to any
PCI2.3 compliant memory mapped space. For example, the range reserved for
MCHBAR is outside of PCIEXBAR space.

On reset, this register is disabled and should be enabled by writing a 1 to the enable
field in this register. This base address shall be assigned on a boundary consistent with
the number of buses (defined by the length field in this register), above TOLUD and still
within 39-bit addressable memory space.
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The PCI Express Base Address cannot be less than the maximum address written to the
Top of physical memory register (TOLUD). Software should guarantee that these ranges
do not overlap with known ranges located above TOLUD.

Software should ensure that the sum of the length of the enhanced configuration region
+ TOLUD + any other known ranges reserved above TOLUD is not greater than the 39-
bit addressable limit of 512GB. In general, system implementation and the number of
PCI/PCI Express/PCI-X buses supported in the hierarchy will dictate the length of the
region.

All the bits in this register are locked in Intel TXT mode.
Access Method

Type: CFG

1 [B: : :0] +
(Size: 64 bits) Offset: [B:0, D:0, F:0] + 60h

Default: Oh

6 6 5 5 4 4 4 3 3 2 2 2 1 1 8 4 0
3 0 6 2 8 4 0 6 2 8 4 0 6 2
ooo0‘0ooo‘oo0o‘oo0o‘oo0o‘o0o100o(10oo(10ooo‘ooo10000‘0000‘000100010000‘0000
2 g 2 3
0 o 0 O (o
4 x 24 Z |
w w (g
g @
d
af
Bit Default
and Field Name (ID): Description
Range Access
Oh
63:39 RO Reserved (RSVD): Reserved.
PCIEXBAR: This field corresponds to bits 38 to 28 of the base address for PCI Express
enhanced configuration space. BIOS will program this register resulting in a base
address for a contiguous memory address space. The size of the range is defined by
bits [2:1] of this register.
This Base address shall be assigned on a boundary consistent with the number of
buses (defined by the Length field in this register) above TOLUD and still within the
39-bit addressable memory space. The address bits decoded depend on the length of
3g:08 | 0N the region defined by this register.
RW This register is locked by Intel TXT.
The address used to access the PCI Express configuration space for a specific device
can be determined as follows:
PCI Express Base Address + Bus Number * 1MB + Device Number * 32KB + Function
Number * 4KB
This address is the beginning of the 4KB space that contains both the PCI compatible
configuration space and the PCI Express extended configuration space.
Oh ADMSK128: This bit is either part of the PCI Express Base Address (R/W) or part of
27 RW_V the Address Mask (RO, read 0Ob), depending on the value of bits [2:1] in this register.
Oh ADMSKG64: This bit is either part of the PCI Express Base Address (R/W) or part of the
26 RW_V Address Mask (RO, read 0b), depending on the value of bits [2:1] in this register.

Datasheet, Volume 2 of 2 61



Host Bridge/DRAM Registers

Bit Default
Range and Field Name (ID): Description
9 Access
Oh Reserved (RSVD): Reserved.
25:3

RO
LENGTH: This field describes the length of this region.

00: 256MB (buses 0-255). Bits 38:28 are decoded in the PCI Express Base Address
Field.

Oh 01: 128MB (buses 0-127). Bits 38:27 are decoded in the PCI Express Base Address

RW ield.

10: 64MB (buses 0-63). Bits 38:26 are decoded in the PCI Express Base Address Field.

11: Reserved.

This register is locked by Intel TXT.

PCIEXBAREN:

0: The PCIEXBAR register is disabled. Memory read and write transactions proceed s if

there were no PCIEXBAR register. PCIEXBAR bits 38:26 are R/W with no functionality
0 Oh behind them.

RW 1: The PCIEXBAR register is enabled. Memory read and write transactions whose
address bits 38:26 match PCIEXBAR will be translated to configuration reads and
writes within the Uncore. These Translated cycles are routed as shown in the above
table.

3.18

62

Root Complex Register Range Base Address
(DMIBAR)—Offset 68h

This is the base address for the Root Complex configuration space. This window of
addresses contains the Root Complex Register set for the PCI Express Hierarchy
associated with the Host Bridge. There is no physical memory within this 4KB window
that can be addressed. The 4KB reserved by this register does not alias to any PCI 2.3
compliant memory mapped space. On reset, the Root Complex configuration space is
disabled and should be enabled by writing a 1 to DMIBAREN [Dev 0, offset 68h, bit 0]
All the bits in this register are locked in Intel TXT mode.

Access Method

Type: CFG

ffset: [B:0, D:0, F:0] + 68h
(Size: 64 bits) Offset: [B:0, D:0, F:0] + 68

Default: Oh

6 6 5 4 4 4 3 3 2 2 2 1 1 8 4 d
3 0 6 2 8 4 0 6 2 8 4 0 6 2

o00ﬂo0o10oojooo10oo10oo10oo10o010o010o01000%00010001000100010000
[a)] 24 [a) =
> << > [
)] E w0 o
4 s 24 Et
e 2|
q

Bit Default

and Field Name (ID): Description
Range Access
oh
63:39 RO Reserved (RSVD): Reserved.
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3.19

Note:

Bit Default
Range and Field Name (ID): Description
9 Access
DMIBAR: This field corresponds to bits 38 to 12 of the base address DMI
configuration space. BIOS will program this register resulting in a base address for a
38:12 Oh 4KB block of contiguous memory address space. This register ensures that a naturally
' RW aligned 4KB space is allocated within the first 512GB of addressable memory space.
System Software uses this base address to program the DMI register set. All the Bits
in this register are locked in Intel TXT mode.
Oh Reserved (RSVD): Reserved.
11:1
RO
DMIBAREN:
0 Oh 0: DMIBAR is disabled and does not claim any memory
RW 1: DMIBAR memory mapped accesses are claimed and decoded appropriately
This register is locked by Intel TXT.

Manageability Engine Base Address Register
(MESEG)—Offset 70h

This register determines the Base Address register of the memory range that is pre-
allocated to the Manageability Engine. Together with the MESEG_MASK register it
controls the amount of memory allocated to the ME.

This register should be initialized by the configuration software. For the purpose of
address decode address bits A[19:0] are assumed to be 0. Thus, the bottom of the
defined memory address range will be aligned to a 1MB boundary.

This register is locked by Intel TXT.

BIOS should program MESEG_BASE and MESEG_MASK so that ME Stolen Memory is
carved out from TOM.

Access Method

Type: CFG

(Size: 64 bits) Offset: [B:0, D:0, F:0] + 70h

Default: 7FFFFO0h

4 4 4 3 3 2 2 2 1 1
8 4 0 6 2 8 4 0 6 2

oooo‘o000‘00010000‘0001000101111111111111‘1111‘1111‘0000‘0001000100010000

MEBASE
RSVD
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Bit Default
Range and Field Name (ID): Description
9 Access
Oh
63:39 RO Reserved (RSVD): Reserved.
38:20 7FFFFh MEBASE: Corresponds to A[38:20] of the base address memory range that is
' RW_L allocated to the ME.
Oh
19:0 RO Reserved (RSVD): Reserved.

3.20 Manageability Engine Limit Address Register
(MESEG)—Offset 78h

This register determines the Mask Address register of the memory range that is pre-
allocated to the Manageability Engine. Together with the MESEG_BASE register it
controls the amount of memory allocated to the ME.

This register is locked by Intel TXT.

Note: BIOS should program MESEG_BASE and MESEG_MASK so that ME Stolen Memory is
carved out from TOM.

Access Method

Type: CFG

(Size: 64 bits) Offset: [B:0, D:0, F:0] + 78h

Default: Oh

6 6 5 5 4 4 4 3 3 2 2 2 1 1 8 4 0
3 0 6 2 8 4 0 6 2 8 4 0 6 2
0001000100010001000100010001000100010001000000010000000100010000
[a) v [a) [a)
> 0 > >
0 < 0 0
4 s 4 4
w
=
Bit Default
and Field Name (ID): Description
Range Access
63:39 Oh Reserved (RSVD): Reserved.
RO
MEMASK: This field indicates the bits that should match MEBASE in order to qualify as
an ME Memory Range access.
For example, if the field is set to 7FFFFh, then ME Memory is 1MB in size.
Oh Another example is that if the field is set to 7FFFEh, then ME Memory is 2MB in size.
38:20 RW L Mask value should be such that once a bit is set to 1 all the more significant bit should
- be 1.
It is not legal to set up mask with 0 and 1's interspersed. In other words, the size of
ME Memory Range is limited to power of 2 times 1MB. MEBASE should be naturally
aligned to the size of ME region.
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3.21

Bit Default
Range and Field Name (ID): Description
g Access
Oh
19:12 RO Reserved (RSVD): Reserved.
Oh ) )
11 RW L ME_STLEN_EN: Indicates whether the ME stolen Memory range is enabled or not.
Oh MELCK: This field indicates whether all bits in the MESEG_BASE and MESEG_MASK
10 registers are locked. When locked, updates to any field for these registers should be
RW_KL
dropped.
Oh
9:0 RO Reserved (RSVD): Reserved.

Programmable Attribute Map 0 (PAMO0)—Offset
80h

This register controls the read, write and shadowing attributes of the BIOS range from
F_Oh to F_FFFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method

Type: CFG

ffset: [B:0, D:0, F:0] + 80h
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 80

Default: Oh

RSVD
HIENABLE

RSVD | o

Lock | o o©
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3.22

66

Bit Default
Range and Field Name (ID): Description
9 Access
Oh
7:6 RO Reserved (RSVD): Reserved.
HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from OF_0Oh to OF_FFFFh.
5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.
) RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
3:1 Oh Reserved (RSVD): Reserved.
' RO
0 Oh Lock: If this bit is set, all of the PAM* registers are locked (cannot be written)
RW_KL

Programmable Attribute Map 1 (PAM1)—Offset
81h

This register controls the read, write and shadowing attributes of the BIOS range from
C_Oh to C_7FFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method

Type: CFG
H B B H +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 81h
Default: Oh
7 4 0
0 0 0 0 0 0 0 0
[a) w [a) L
7 2 7 2
o = & =
E w
T S
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3.23

Bit Default
and Field Name (ID): Description
Range Access
Oh
7:6 RO Reserved (RSVD): Reserved.
HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0C_4000h to 0C_7FFFh.
5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.
’ RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
Oh Reserved (RSVD): Reserved.
3:2
RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0COh to OC3FFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
' RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Programmable Attribute Map 2 (PAM2)—Offset
82h

This register controls the read, write and shadowing attributes of the BIOS range from
C_8000h to C_FFFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method

Type: CFG

ffset: [B:0, D:0, F:0] + 82h
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 8

Default: Oh
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7 4 0
0 0 0 0 0 0 0 0
[a) w [a) w
3 2 3 2
e Z & Z
E L
= S
Bit Default
Range and Field Name (ID): Description
9 Access
Oh
7:6 RO Reserved (RSVD): Reserved.

HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0CCO00h to OCFFFFh.

5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.
) RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.
3:2 Oh Reserved (RSVD): Reserved.
' RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0C8000h to OCBFFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.
) RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

3.24 Programmable Attribute Map 3 (PAM3)—Offset
83h

This register controls the read, write and shadowing attributes of the BIOS range from
DOh to D7FFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method

Type: CFG

: [B: : :0] +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 83h
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3.25

Default: Oh

7 4 0
0 0 0 0 0 0 0 0
[a] w o L
7 z 7 2
4 = o 4
E w
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Bit Default
R and Field Name (ID): Description
ange
Access
Oh
7:6 RO Reserved (RSVD): Reserved.

HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0D4000h to OD7FFFh.

5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.

RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Oh Reserved (RSVD): Reserved.
3:2
RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from ODOh to OD3FFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.

RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Programmable Attribute Map 4 (PAM4)—Offset
84h

This register controls the read, write and shadowing attributes of the BIOS range from
D8000h to DFFFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method
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Type: CFG

(Size: 8 bits) Offset: [B:0, D:0, F:0] + 84h

Default: Oh

7 4 0
0 0 0 0 0 0 0 0
[a) 18] [a) w
3 2 3 2
& Z & Z
E w
T 9
Bit Default
and Field Name (ID): Description
Range Access
Oh
7:6 RO Reserved (RSVD): Reserved.

HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from O0DCO0Oh to ODFFFFh.

5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.

RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Oh Reserved (RSVD): Reserved.
3:2
RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from 0D8000h to ODBFFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.

RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Prcr:‘grammable Attribute Map 5 (PAM5)—Offset
85

This register controls the read, write and shadowing attributes of the BIOS range from
E_Oh to E_7FFFh. The Uncore allows programmable memory attributes on 13 legacy
memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.

The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.
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Access Method

Type: CFG

1 [B: : :0] +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 85h

Default: Oh

7 4 0
0 0 0 0 0 0 0
) w [a) w
3 2 3 2
@ =4 & =4
E w
T S
Bit Default
Range and Field Name (ID): Description
9 Access
Oh
7:6 RO Reserved (RSVD): Reserved.

HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from OE4000h to OE7FFFh.

5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.

RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Oh Reserved (RSVD): Reserved.
3:2
RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from OEOh to OE3FFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.

RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Programmable Attribute Map 6 (PAM6)—Offset
86h

This register controls the read, write and shadowing attributes of the BIOS range from
E_8000h to E_FFFFh. The Uncore allows programmable memory attributes on 13
legacy memory segments of various sizes in the 768KB to 1MB address range. Seven
Programmable Attribute Map (PAM) registers are used to support these features.
Cacheability of these areas is controlled via the MTRR register in the core.

Two bits are used to specify memory attributes for each memory segment. These bits
apply to host accesses to the PAM areas. These attributes are:

RE - Read Enable. When RE=1, the host read accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
RE=0, the host read accesses are directed to DMI.

WE - Write Enable. When WE=1, the host write accesses to the corresponding memory
segment are claimed by the Uncore and directed to main memory. Conversely, when
WE=0, the host read accesses are directed to DMI.
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The RE and WE attributes permit a memory segment to be Read Only, Write Only,
Read/Write or Disabled. For example, if a memory segment has RE=1 and WE=0, the
segment is Read Only.

Access Method

Type: CFG

: [B: : :0] +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 86h

Default: Oh

7 4 0
0 0 0 0 0 0 0 0
o w la) w
3 3 3 3
4 = & P4
E w
T S
Bit Default
R and Field Name (ID): Description
ange
Access
Oh
7:6 RO Reserved (RSVD): Reserved.

HIENABLE: This field controls the steering of read and write cycles that address the
BIOS area from OEC000h to OEFFFFh.

5:4 Oh 00: DRAM Disabled. All accesses are directed to DMI.

RW_L 01: Read Only. All reads are sent to DRAM, all writes are forwarded to DMI.

10: Write Only. All writes are sent to DRAM, all reads are serviced by DMI.

11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

Oh Reserved (RSVD): Reserved.
3:2
RO
LOENABLE: This field controls the steering of read and write cycles that address the
BIOS area from OE8000h to OEBFFFh.
1:0 Oh 00: DRAM Disabled. All reads are sent to DRAM. All writes are forwarded to DMI.

RW_L 01: Read Only. All reads are sent to DRAM. All writes are forwarded to DMI.
10: Write Only. All writes are sent to DRAM. All reads are serviced by DMI.
11: Normal DRAM Operation. All reads and writes are serviced by DRAM.

3.28 Legacy Access Control (LAC)—Offset 87h

This 8-bit register controls steering of MDA cycles and a fixed DRAM hole from 15-
16MB.

There can only be at most one MDA device in the system.

Access Method

Type: CFG

: [B: : :0] +
(Size: 8 bits) Offset: [B:0, D:0, F:0] + 87h

Default: Oh
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HEN | o

RSVD | o
MDAP60 | ©
MDAP12 | o
MDAP11
MDAP10 | o o©

Bit
Range

Default
and
Access

Field Name (ID): Description

Oh
RW

HEN: This field enables a memory hole in DRAM space. The DRAM that lies “behind”

this space is not remapped.
0: No memory hole.
1: Memory hole from 15MB to 16MB.

This bit is Intel TXT lockable.

6:4

Oh
RO

Reserved (RSVD): Reserved.

Oh
RW

MDAPG60: This bit works with the VGA Enable bits in the BCTRL register of Device 1
Function 2 to control the routing of Processor initiated transactions targeting MDA
compatible I/O and memory address ranges. This bit should not be set if device 1
function 2 VGA Enable bit is not set.

If device 1 function 2 VGA enable bit is not set, then accesses to IO address range
x3BCh-x3BFh remain on the backbone.

If the VGA enable bit is set and MDA is not present, then accesses to 10 address range
x3BCh-x3BFh are forwarded to PCI Express through device 1 function 2 if the address
is within the corresponding IOBASE and IOLIMIT, otherwise they remain on the
backbone.

MDA resources are defined as the following:

Memory: 0BOh - OB7FFFh

1/0: 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh,

(including ISA address aliases, A[15:10] are not used in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/0 locations not listed
above.

The following table shows the behavior for all combinations of MDA and VGA:

VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device 1
Function 2.

1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics
Attach device 1 function 2.

1 1 All VGA references are routed to PCI Express Graphics Attach
device 1 function 2. MDA references are not claimed by device 1
function 2. VGA and MDA memory cycles can only be routed
across PEG12 when MAE (PCICMD12[1]) is set. VGA and MDA I/0O
cycles can only be routed across PEG12 if IOAE (PCICMD12[0]) is

set.

Datasheet, Volume 2 of 2

73



74

ntel.

Host Bridge/DRAM Registers

Bit
Range

Default
and
Access

Field Name (ID): Description

Oh
RW

MDAP12: This bit works with the VGA Enable bits in the BCTRL register of Device 1
Function 2 to control the routing of Processor initiated transactions targeting MDA
compatible I/O and memory address ranges. This bit should not be set if device 1
function 2 VGA Enable bit is not set.
If device 1 function 2 VGA enable bit is not set, then accesses to IO address range
Xx3BCh-x3BFh remain on the backbone.
If the VGA enable bit is set and MDA is not present, then accesses to IO address range
X3BCh-x3BFh are forwarded to PCI Express through device 1 function 2 if the address
is within the corresponding IOBASE and IOLIMIT, otherwise they remain on the
backbone.
MDA resources are defined as the following:
Memory: 0BOh - OB7FFFh
I/0: 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh,
(including ISA address aliases, A[15:10] are not used in decode)
Any I/0 reference that includes the I/O locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/O locations not listed
above.
The following table shows the behavior for all combinations of MDA and VGA:

VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device
1 Function 2.

1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics
Attach device 1 function 2.

1 1 All VGA references are routed to PCI Express Graphics Attach
device 1 function 2. MDA references are not claimed by device 1
function 2.
VGA and MDA memory cycles can only be routed across PEG12
when MAE (PCICMD12[1]) is set. VGA and MDA 1/0 cycles can
only be routed across PEG12 if IOAE (PCICMD12[0]) is set.

Oh
RW

MDAP11: This bit works with the VGA Enable bits in the BCTRL register of Device 1
Function 1 to control the routing of Processor initiated transactions targeting MDA
compatible I/O and memory address ranges. This bit should not be set if device 1
function 1 VGA Enable bit is not set.

If device 1 function 1 VGA enable bit is not set, then accesses to 10 address range
Xx3BCh-x3BFh remain on the backbone.

If the VGA enable bit is set and MDA is not present, then accesses to 10 address range
Xx3BCh-x3BFh are forwarded to PCI Express through device 1 function 1 if the address
is within the corresponding IOBASE and IOLIMIT, otherwise they remain on the
backbone.

MDA resources are defined as the following:

Memory: 0BOh - 0B7FFFh

I/0: 3B4h, 3B5h, 3B8h, 3B9h, 3BAh, 3BFh,

(including ISA address aliases, A[15:10] are not used in decode)

Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
remain on the backbone even if the reference also includes I/O locations not listed
above.

The following table shows the behavior for all combinations of MDA and VGA:

VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device

1 Function 1.
1 Illegal combination

1 0 All VGA and MDA references are routed to PCI Express Graphics
Attach device 1 function 1.

1 1 All VGA references are routed to PCI Express Graphics Attach
device 1 function 1. MDA references are not claimed by device 1
function 1.

VGA and MDA memory cycles can only be routed across PEG11
when MAE (PCICMD11[1]) is set. VGA and MDA I/0 cycles can
only be routed across PEG11 if IOAE (PCICMD11[0]) is set.
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Bit Default
Range and Field Name (ID): Description
9 Access
MDAP10: This bit works with the VGA Enable bits in the BCTRL register of Device 1
Function 0 to control the routing of Processor initiated transactions targeting MDA
compatible I/0 and memory address ranges. This bit should not be set if device 1
function 0 VGA Enable bit is not set.
If device 1 function 0 VGA enable bit is not set, then accesses to IO address range
x3BCh-x3BFh remain on the backbone.
If the VGA enable bit is set and MDA is not present, then accesses to 10 address range
x3BCh-x3BFh are forwarded to PCI Express through device 1 function O if the address
is within the corresponding IOBASE and IOLIMIT, otherwise they remain on the
backbone.
MDA resources are defined as the following:
Memory: 0BOh - OB7FFFh
I/0: 3B4h, 3B5h, 3B8h, 3BSh, 3BAh, 3BFh,
(including ISA address aliases, A[15:10] are not used in decode)
oh Any I/0 reference that includes the I/0 locations listed above, or their aliases, will
0 RW remain on the backbone even if the reference also includes I/0 locations not listed

above.
The following table shows the behavior for all combinations of MDA and VGA:
VGAEN MDAP Description

0 0 All References to MDA and VGA space are not claimed by Device 1
Function 0.

0 1 Illegal combination

1 0  All VGA and MDA references are routed to PCI Express Graphics
Attach device 1 function 0.

1 1 All VGA references are routed to PCI Express Graphics Attach
device 1 function 0. MDA references are not claimed by device 1
function 0.

VGA and MDA memory cycles can only be routed across PEG10
when MAE (PCICMD10[1]) is set. VGA and MDA 1/0 cycles can only
be routed across PEG10 if IOAE (PCICMD10[0]) is set.

3.29 System Management RAM Control (SMRAMC)—

Offset 88h

The SMRAMC register controls how accesses to Compatible SMRAM spaces are treated.
The Open, Close and Lock bits function only when G_SMRAME bit is set to 1. Also, the
Open bit should be reset before the Lock bit is set.

Access Method

Type: CFG
(Size: 8 bits)

Default: 2h

Offset: [B:0, D:0, F:0] + 88h

o
-
o

RSVD | o ~
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Bit Default
Range and Field Name (ID): Description
Access
Oh
7 RO Reserved (RSVD): Reserved.
D_OPEN: When D_OPEN = 1 and D_LCK = 0, the SMM DRAM space is made visible
6 Oh even when SMM decode is not active. This is intended to help BIOS initialize SMM
RW_LV space. Software should ensure that D_OPEN = 1 and D_CLS = 1 are not set at the
same time.
D_CLS: When D_CLS = 1, SMM DRAM space is not accessible to data references, even
oh if SMM decode is active. Code references may still access SMM DRAM space. This will
5 allow SMM software to reference through SMM space to update the display even when
RW_L SMM is mapped over the VGA range. Software should ensure that D_OPEN = 1 and
D_CLS = 1 are not set at the same time.
D_LCK: When D_LCK=1, then D_OPEN is reset to 0 and all writeable fields in this
register are locked (become RO). D_LCK can be set to 1 via a normal configuration
space write but can only be cleared by a Full Reset.
4 Oh The combination of D_LCK and D_OPEN provide convenience with security. The BIOS
RW_KL can use the D_OPEN function to initialize SMM space and then use D_LCK to “lock
down” SMM space in the future so that no application software (or even BIOS itself)
can violate the integrity of SMM space, even if the program has knowledge of the
D_OPEN function.
oh G_SMRAME: If set to '1', then Compatible SMRAM functions are enabled, providing
3 128KB of DRAM accessible at the A_0h address while in SMM. Once D_LCK is set, this
RW_L bit becomes RO.
C_BASE_SEG: This field indicates the location of SMM space. SMM DRAM is not
2:0 2h remapped. It is simply made visible if the conditions are right to access SMM space,
' RO otherwise the access is forwarded to DMI. Only SMM space between A_0Oh and
B_FFFFh is supported, so this field is hardwired to 010b.

Remap Base Address Register (REMAPBASE)—
Offset 90h

Access Method

(Tg.fee g:(;its) Offset: [B:0, D:0, F:0] + 90h

Default: 7FFFFO0Oh

6 6 5 5 4 4 4 3 3 2 2 1 1

2
3 0 6 2 8 4 0 6 2 8 4 o 6 2 & 4 0

RSVD
LOCK

REMAPBASE

o0010001000100010001000101111111111ﬂ111w111%00010001000100010000
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Bit Default
Range and Field Name (ID): Description
9 Access
63:39 Oh Reserved (RSVD): Reserved.
RO
REMAPBASE: The value in this register defines the lower boundary of the Remap
window. The Remap window is inclusive of this address. In the decoder A[19:0] of the
JEEFFh Remap Base Address are assumed to be 0's. Thus the bottom of the defined memory
38:20 range will be aligned to a 1MB boundary.
RW_L When the value in this register is greater than the value programmed into the Remap
Limit register, the Remap window is disabled.
These bits are Intel TXT lockable.
Oh Reserved (RSVD): Reserved.
19:1
RO
0 Oh LOCK: This bit will lock all writeable settings in this register, including itself.
RW_KL

3.31
Offset 98h

Access Method

Type: CFG
(Size: 64 bits)

Default: Oh

Remap Limit Address Register (REMAPLIMIT)—

Offset: [B:0, D:0, F:0] + 98h

6 6 5 5 4 4 4 3 3 2 2 2 1 1 8 4 q
3 0 6 2 8 4 0 6 2 8 4 0 6 2
oo0o‘oooo‘oo0o‘oo0o‘o00(100o(100o(10oo10o010oo(10000‘0000‘0001000100010000
[a) = [a) ¥
> = > g
2 3 2 9
y b
>
w
~4
Bit Default
and Field Name (ID): Description
Range Access
Oh
63:39 RO Reserved (RSVD): Reserved.
REMAPLMT: The value in this register defines the upper boundary of the Remap
window. The Remap window is inclusive of this address. In the decoder A[19:0] of the
h remap limit address are assumed to be F's. Thus the top of the defined range will be
38:20 0 one byte less than a 1MB boundary.
RW_L When the value in this register is less than the value programmed into the Remap
Base register, the Remap window is disabled.
These Bits are Intel TXT lockable.
Oh Reserved (RSVD): Reserved.
19:1
RO
0 Oh LOCK: This bit will lock all writeable settings in this register, including itself.
RW_KL
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3.32

3.33

78

Top of Memory (TOM)—Offset AOh

This Register contains the size of physical memory. BIOS determines the memory size
reported to the OS using this Register.

Access Method

Type: CFG

: [B: : :0] +
(Size: 64 bits) Offset: [B:0, D:0, F:0] + AOh

Default: 7FFFFO0h

6 6 5 4 4 4 3 3 2 2 2 1 1 8 4 0
3 0 6 2 8 4 0 6 2 8 4 0 6 2
o0010001000100010001000101111111111ﬂ111w111%00010001000100010000
[a) = [a) p
3 = 3 s
4 = 4 p
Bit Default
and Field Name (ID): Description
Range Access
Oh
63:39 RO Reserved (RSVD): Reserved.
TOM: This register reflects the total amount of populated physical memory. This is
7FFFFh NOT necessarily the highest main memory address (holes may exist in main memory
38:20 address map due to addresses allocated for memory mapped I0). These bits
RW_L correspond to address bits 38:20 (1MB granularity). Bits 19:0 are assumed to be 0. All
the bits in this register are locked in Intel TXT mode.
19:1 gg Reserved (RSVD): Reserved.
Oh . ) ) . ) ) ) L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

Top of Upper Usable DRAM (TOUUD)—Offset A8h

This 64 bit register defines the Top of Upper Usable DRAM.

Configuration software should set this value to TOM minus all ME stolen memory if
reclaim is disabled. If reclaim is enabled, this value should be set to reclaim limit +
1byte, 1MB aligned, since reclaim limit is 1MB aligned. Address bits 19:0 are assumed
to be 000_0h for the purposes of address comparison. The Host interface positively
decodes an address towards DRAM if the incoming address is less than the value
programmed in this register and greater than or equal to 4GB.

BIOS Restriction: Minimum value for TOUUD is 4GB.

These bits are Intel TXT lockable.

Access Method

Type: CFG

: [B: : :0] +
(Size: 64 bits) Offset: [B:0, D:0, F:0] + A8h

Default: Oh
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6 6 5 5 4 4 4 3 3 2 2 2 1 1 8 4 q
3 0 6 2 8 4 0 6 2 8 4 0 6 2
oooo‘oooo‘oooo‘o 0o‘o00100o100o(10oo(10oo100o100010000‘0001000100010000
[a) [a) [a) M
> =) > J
2 3 2 g
|_
Bit Default
and Field Name (ID): Description
Range Access
63:39 Oh Reserved (RSVD): Reserved.
RO
TOUUD: This register contains bits 38 to 20 of an address one byte above the
maximum DRAM memory above 4G that is usable by the operating system.
Configuration software should set this value to TOM minus all ME stolen memory if
oh reclaim is disabled. If reclaim is enabled, this value should be set to reclaim limit 1MB
38:20 aligned since reclaim limit + 1byte is 1MB aligned. Address bits 19:0 are assumed to
RW_L be 000_0h for the purposes of address comparison. The Host interface positively
decodes an address towards DRAM if the incoming address is less than the value
programmed in this register and greater than 4GB.
All the bits in this register are locked in Intel TXT mode.
19:1 gg Reserved (RSVD): Reserved.
Oh o . . . . . . L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

3.34 Base Data of Stolen Memory (BDSM)—Offset BOh

This register contains the base address of graphics data stolen DRAM memory. BIOS
determines the base of graphics data stolen memory by subtracting the graphics data
stolen memory size (PCI Device 0 offset 52 bits 7:4) from TOLUD (PCI Device 0 offset

BC bits 31:20).
Access Method
Type: CFG

(Size: 32 bits)

Default: Oh

3 2
1 8

oooo‘oooo‘oo00‘0ooo‘oooo‘oooo‘oooo‘oooo

Offset: [B:0, D:0, F:0] + BOh

BDSM
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Bit Default
Range and Field Name (ID): Description
9 Access
BDSM: This register contains bits 31 to 20 of the base address of stolen DRAM
31:20 Oh memory. BIOS determines the base of graphics stolen memory by subtracting the
: RW_L graphics stolen memory size (PCI Device 0 offset 50 bits 15:8) from TOLUD (PCI
Device 0 offset BC bits 31:20).
Oh
19:1 RO Reserved (RSVD): Reserved.
Oh R . . . . ) ) L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

3.35 Base of GTT stolen Memory (BGSM)—Offset B4h

This register contains the base address of stolen DRAM memory for the GTT. BIOS
determines the base of GTT stolen memory by subtracting the GTT graphics stolen
memory size (PCI Device 0 offset 52 bits 9:8) from the Graphics Base of Data Stolen
Memory (PCI Device 0 offset BO bits 31:20).

Access Method

Type: CFG
(Size: 32 bits)

Default: 100h

3
1

2
8

0000‘0000‘0001

Offset: [B:0, D:0, F:0] + B4h

2 2 1 1
4 0 6 2

0000‘0000‘0000‘0000‘0000

[a) ¥
7 g 3
] 2 9
Bit Default
Range and Field Name (ID): Description
9 Access
BGSM: This register contains the base address of stolen DRAM memory for the GTT.
31:20 1h BIOS determines the base of GTT stolen memory by subtracting the GTT graphics
: RW_L stolen memory size (PCI Device 0 offset 50 bits 7:6) from the Graphics Base of Data
Stolen Memory (PCI Device 0 offset BO bits 31:20).
Oh
19:1 RO Reserved (RSVD): Reserved.
Oh . ) ) ) ) ) ) L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

80

Datasheet, Volume 2 of 2



[ ®
Host Bridge/DRAM Registers ( l n tel ’

3.36 TSEG Memory Base (TSEGMB)—Offset B8h

This register contains the base address of TSEG DRAM memory. BIOS determines the
base of TSEG memory which should be at or below Graphics Base of GTT Stolen
Memory (PCI Device 0 Offset B4 bits 31:20).

Access Method

Type: CFG

: [B: : :0] +
(Size: 32 bits) Offset: [B:0, D:0, F:0] + B8h

Default: Oh

3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
oooo‘oooo‘oo00‘0ooo‘oooo‘oooo‘oooo‘oooo
s S 3,
2 2 S
0
'_
Bit Default
and Field Name (ID): Description
Range Access
TSEGMB: This register contains the base address of TSEG DRAM memory. BIOS
31:20 Oh determines the base of TSEG memory which should be at or below Graphics Base of
: RW_L GTT Stolen Memory (PCI Device 0 Offset B4 bits 31:20). BIOS should program the
value of TSEGMB to be the same as BGSM when TSEG is disabled.
h
19:1 go Reserved (RSVD): Reserved.
Oh o . ) ) ) ; ; L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

3.37 Top of Low Usable DRAM (TOLUD)—Offset BCh

This 32 bit register defines the Top of Low Usable DRAM. TSEG, GTT Graphics memory
and Graphics Stolen Memory are within the DRAM space defined. From the top, the
Host optionally claims 1 to 64MBs of DRAM for Processor Graphics if enabled, 1or 2MB
of DRAM for GTT Graphics Stolen Memory (if enabled) and 1, 2, or 8 MB of DRAM for
TSEG if enabled.
Programming Example:

C1DRB3 is set to 4 GB

TSEG is enabled and TSEG size is set to 1 MB

Processor Graphics is enabled, and Graphics Mode Select is set to 32 MB

GTT Graphics Stolen Memory Size set to 2 MB

BIOS knows the OS requires 1 GB of PCI space.

BIOS also knows the range from 0_FECO0_0Oh to O_FFFF_FFFFh is not usable by the
system. This 20 MB range at the very top of addressable memory space is lost to
APIC and Intel TXT.
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According to the above equation, TOLUD is originally calculated to: 4GB = 1_0000_0Oh

The system memory requirements are: 4GB (max addressable space) - 1GB (pci
space) - 35MB (lost memory) = 3GB - 35MB (minimum granularity) = 0_ECB0_0h

Since 0_ECBO0_0Oh (PCI and other system requirements) is less than 1_0000_0h, TOLUD
should be programmed to ECBh.

These bits are Intel TXT lockable.

Access Method

Type: CFG
(Size: 32 bits)

Default: 100h

Offset: [B:0, D:0, F:0] + BCh

3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
oooo‘oooo‘ooo1‘0ooo‘oooo‘oooo‘oooo‘oooo
S S 3]
3 2 S
|_
Bit Default
Range and Field Name (ID): Description
9 Access
TOLUD: This register contains bits 31 to 20 of an address one byte above the
maximum DRAM memory below 4G that is usable by the operating system. Address
bits 31 down to 20 programmed to 01h implies a minimum memory size of 1 MB.
Configuration software should set this value to the smaller of the following 2 choices:
maximum amount memory in the system minus ME stolen memory plus one byte or
the minimum address allocated for PCI memory. Address bits 19:0 are assumed to be
1h 0_0h for the purposes of address comparison. The Host interface positively decodes an
31:20 address towards DRAM if the incoming address is less than the value programmed in
RW_L this register.
The Top of Low Usable DRAM is the lowest address above both Graphics Stolen
memory and Tseg. BIOS determines the base of Graphics Stolen Memory by
subtracting the Graphics Stolen Memory Size from TOLUD and further decrements by
Tseg size to determine base of Tseg. All the Bits in this register are locked in Intel TXT
mode.
This register should be 1 MB aligned when reclaim is enabled.
Oh Reserved (RSVD): Reserved.
19:1
RO
Oh o ) ) ) ) ) ) L
0 RW KL LOCK: This bit will lock all writeable settings in this register, including itself.

82
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Error Status (ERRSTS)—Offset C8h

This register is used to report various error conditions via the SERR DMI messaging
mechanism. An SERR DMI message is generated on a zero to one transition of any of
these flags (if enabled by the ERRCMD and PCICMD registers).

These bits are set regardless of whether or not the SERR is enabled and generated.
After the error processing is complete, the error logging mechanism can be unlocked by
clearing the appropriate status bit by software writing a '1' to it.

Access Method

Type: CFG
(Size: 16 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + C8h

15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
= z g
(0] w w
0
[+4 % a
Bit Default
Range and Field Name (ID): Description
9 Access
Oh
15:2 RO Reserved (RSVD): Reserved.
DMERR: If this bit is set to 1, a memory read data transfer had an uncorrectable
multiple-bit error. When this bit is set, the column, row, bank, and rank that caused
1 Oh the error, and the error syndrome, are logged in the ECC Error Log register in the
RW1CS channel where the error occurred. Once this bit is set, the ECCERRLOGXx fields are
locked until the Processor clears this bit by writing a 1. Software uses bits [1:0] to
detect whether the logged error address is for a Single-bit or a Multiple-bit error.
DSERR: If this bit is set to 1, a memory read data transfer had a single-bit correctable
error and the corrected data was returned to the requesting agent. When this bit is set
the column, row, bank, and rank where the error occurred and the syndrome of the
oh error are logged in the ECC Error Log register in the channel where the error occurred.
0 Once this bit is set the ECCERRLOGX fields are locked to further single-bit error
RW1CS updates until the Processor clears this bit by writing a 1. A multiple bit error that
occurs after this bit is set will overwrite the ECCERRLOGX fields with the multiple-bit
error signature and the DMERR bit will also be set. A single bit error that occurs after a
multi-bit error will set this bit but will not overwrite the other fields.
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Error Command (ERRCMD)—Offset CAh

This register controls the Host Bridge responses to various system errors. Since the
Host Bridge does not have an SERRB signal, SERR messages are passed from the
Processor to the PCH over DMI.

When a bit in this register is set, a SERR message will be generated on DMI whenever
the corresponding flag is set in the ERRSTS register. The actual generation of the SERR
message is globally enabled for Device #0 via the PCI Command register.

Access Method

'gl'z’: fgiits) Offset: [B:0, D:0, F:0] + CAh

Default: Oh

15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
o z | g
(0] w w
i g 8
Bit Default
Range and Field Name (ID): Description
9 Access
Oh Reserved (RSVD): Reserved.
15:2
RO
DMERR:
oh 1: The Host Bridge generates an SERR message over DMI when it detects a multiple-
1 RW bit error reported by the DRAM controller.
0: Reporting of this condition via SERR messaging is disabled. For systems not
supporting ECC this bit should be disabled.
DSERR:
oh 1: The Host Bridge generates an SERR special cycle over DMI when the DRAM
0 RW controller detects a single bit error.
0: Reporting of this condition via SERR messaging is disabled.
For systems that do not support ECC, this bit should be disabled.

SMI Command (SMICMD)—Offset CCh

This register enables various errors to generate an SMI DMI special cycle. When an
error flag is set in the ERRSTS register, it can generate an SERR, SMI, or SCI DMI
special cycle when enabled in the ERRCMD, SMICMD, or SCICMD registers,
respectively. Note that one and only one message type can be enabled.

Access Method

'(I';s:.: 1Cngits) Offset: [B:0, D:0, F:0] + CCh

Default: Oh
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15 12 8 4 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
a = —
3 5 | o
& w o
3 | a
Bit Default
and Field Name (ID): Description
Range Access
Oh Reserved (RSVD): Reserved.
15:2
RO
DMESMI:
oh 1: The Host generates an SMI DMI message when it detects a multiple-bit error
1 RW reported by the DRAM controller.
0: Reporting of this condition via SMI messaging is disabled. For systems not
supporting ECC this bit should be disabled.
DSESMI:
oh 1: The Host generates an SMI DMI special cycle when the DRAM controller detects a
0 RW single bit error.
0: Reporting of this condition via SMI messaging is disabled. For systems that do not
support ECC this bit should be disabled.

3.41

SCI Command (SCICMD)—Offset CEh

This register enables various errors to generate an SMI DMI special cycle. When an
error flag is set in the ERRSTS register, it can generate an SERR, SMI, or SCI DMI
special cycle when enabled in the ERRCMD, SMICMD, or SCICMD registers,
respectively. Note that one and only one message type can be enabled.

Access Method

Type: CFG
(Size: 16 bits)

Default: Oh

15

Offset: [B:0, D:0, F:0] + CEh

o
o
o
o
o
o
o
o
o
o
o
o o
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Bit Default
Range and Field Name (ID): Description
9 Access
Oh
15:2 RO Reserved (RSVD): Reserved.
DMESCI:
oh 1: The Host generates an SCI DMI message when it detects a multiple-bit error
1 RW reported by the DRAM controller.
0: Reporting of this condition via SCI messaging is disabled. For systems not
supporting ECC this bit should be disabled.
DSESCI:
oh 1: The Host generates an SCI DMI special cycle when the DRAM controller detects a
0 RW single bit error.
0: Reporting of this condition via SCI messaging is disabled. For systems that do not
support ECC this bit should be disabled.

3.42 Scratchpad Data (SKPD)—Offset DCh
This register holds 32 writable bits with no functionality behind them. It is for the
convenience of BIOS and graphics drivers.
Access Method
Type: CFG . rn. . .
(Size: 32 bits) Offset: [B:0, D:0, F:0] + DCh
Default: Oh
3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
oooo‘oooo‘oooo‘oooo‘oooo‘oooo‘oooo‘oooo
g
~
(03]
Bit e Field Name (ID): D
an ie ame : Description
Range Access
Oh
31:0 SKPD: 1 DWORD of data storage.
RW
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3.43 Capabilities A (CAPIDO)—Offset E4h

Control of bits in this register are only required for customer visible SKU differentiation.

Access Method

Type: CFG
(Size: 32 bits)

Offset: [B:0, D:0, F:0] + E4h

Default: Oh
3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
oooooooooo00‘0ooo‘oooooooo‘oooo‘oooo
[a) nlala [a) alz|a [a)
3 3lg|e 3 2| g 3
o Slx|> o a|lV|a o
w Ol
<
o
<
Bit Default
and Field Name (ID): Description
Range Access
31:26 Oh Reserved (RSVD): Reserved.
RO
oh ECCDIS:
25 RO 0: ECC capable
1: Not ECC capable
Oh Reserved (RSVD): Reserved.
24
RO
oh VTDD:
23 0: Enable VTd
RO_KFW | 1% Disable VTd
22:15 Oh Reserved (RSVD): Reserved.
RO
DDPCD: Allows Dual Channel operation but only supports 1 DIMM per channel.
oh 0: 2 DIMMs per channel enabled
14 RO 1: 2 DIMMs per channel disabled. This setting hardwires bits 2 and 3 of the rank
population field for each channel to zero. (MCHBAR offset 260h, bits 22-23 for channel
0 and MCHBAR offset 660h, bits 22-23 for channel 1)
oh X2APIC_EN: Extended Interrupt Mode.
13 RO 0: Hardware does not support Extended APIC mode.
1: Hardware supports Extended APIC mode.
oh PDCD:
12 RO 0: Capable of Dual Channels
1: Not Capable of Dual Channel - only single channel capable.
Oh Reserved (RSVD): Reserved.
11:0 RO
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Capabilities B (CAPIDO)—Offset ESh

Control of bits in this register are only required for customer visible SKU differentiation.

Access Method

Type: CFG
(Size: 32 bits)

Default: Oh

Offset: [B:0, D:0, F:0] + E8h

3 2 2 2 1 1
1 8 4 0 6 2 8 4 0
0 0 0 0|0 O 0|0 O 0O O|O OO O0O|O0OOOO OO O0OT OO0 O0OTU O|O0O0O0TP O
0wl o E N [a) Y alg|z|z|e|e [a) 0nlo o e|z| 2
8l g |a 4 |3l S (8]3|%|8|3|2 3 s8lal & |g|la 3
S| 5 4 - NEIRIEAR 4 s ol x| 9|
9 < =1 Q oo S = O [a)
= ) b Q al|o a (C] s Q
= w a < |0 = 9
o < [a)
_||
-
o
Bit Default
R and Field Name (ID): Description
ange
Access
IMGU_DIS:
31 Oh 0: Device 5 associated memory spaces are accessible.
RO_KFW 1: Device 5 associated memory and IO spaces are disabled by hardwiring the D1F2EN
field, bit 1 of the Device Enable register, (DEVEN Dev 0 Offset 54h) to '0'".
30:29 Oh Reserved (RSVD): Reserved.
RO
28 Oh SMT: This setting indicates whether or not the Processor is SMT capable.
RO
Oh CACHESZ: This setting indicates the supporting cache sizes.
27:25
RO
24:21 Oh Reserved (RSVD): Reserved.
RO
PEGG3_DIS: the processor: PCle Gen 3 Disable.
20 Oh 0: Capable of running any of the Gen 3-compliant PEG controllers in Gen 3 mode
RO (Devices 0/1/0, 0/1/1, 0/1/2)
1: Not capable of running any of the PEG controllers in Gen 3 mode
Oh Reserved (RSVD): Reserved.
19
RO
oh ADDGFXEN:
18 RO 0: Additive Graphics Disabled
1: Additive Graphics Enabled
oh ADDGFXCAP:
17 RO 0: Capable of Additive Graphics
1: Not capable of Additive Graphics
Oh Reserved (RSVD): Reserved.
16
RO
Oh .
15 RO DMIG3DIS: DMI Gen 3 Disable.
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Bit Default
and Field Name (ID): Description
Range Access
Oh Reserved (RSVD): Reserved.
14:9
RO
GMM_DIS:
8 Oh 0: Device 8 associated memory spaces are accessible.
RO_KFW 1: Device 8 associated memory and IO spaces are disabled by hardwiring the DS8EN
field, bit 1 of the Device Enable register, (DEVEN Dev 0 Offset 54h) to '0".
Oh Reserved (RSVD): Reserved.
7
RO
DMFC_DDRS3: This field controls which values may be written to the Memory
Frequency Select field 6:4 of the Clocking Configuration registers (MCHBAR Offset
COO0h). Any attempt to write an unsupported value will be ignored.
000: MC capable of DDR3 2667 (2667 is the upper limit)
oh 001: MC capable of up to DDR3 2667
6:4 RO 010: MC capable of up to DDR3 2400
011: MC capable of up to DDR3 2133
100: MC capable of up to DDR3 1867
101: MC capable of up to DDR3 1600
110: MC capable of up to DDR3 1333
111: MC capable of up to DDR3 1067
Oh Reserved (RSVD): Reserved.
3
RO
2 Oh LPDDR3_EN: Allow LPDDR3 operation
RO
Oh Reserved (RSVD): Reserved.
1:0 RO

3.45 Capabilities C (CAPIDO0O)—Offset ECh

Control of bits in this register are only required for customer visible SKU differentiation.

Access Method

Type: CFG
(Size: 32 bits)

Default: Oh

3
1

2
8

oooo‘oooo‘oo000ooo‘oooo‘oooo‘oooo‘oooo

Offset: [B:0, D:0, F:0] + ECh
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Bit Default
and Field Name (ID): Description
Range Access
Oh
31:20 RO Reserved (RSVD): Reserved.
19:17 Oh DMFC_DDR4: hardware will update this field with the value of maximum frequency
: RO for DDR4.
16:14 Oh DMFC_LPDDRS3: hardware will update this field with the value of maximum frequency
: RO for LPDDR3.
Oh
13:0 RO Reserved (RSVD): Reserved.
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4

intel.

Processor Graphics Registers

Table 4-1. Summary of Bus: 0, Device: 2, Function: 0 (CFG)

Offset (BS\:::S) Register Name (Register Symbol) Default Value
0-1h 2 Vendor Identification (VID2)—Offset Oh 8086h
2-3h 2 Device Identification (DID2)—Offset 2h 3EXXh
4-5h 2 PCI Command (PCICMD)—Offset 4h Oh
6-7h 2 PCI Status (PCISTS2)—Offset 6h 10h
8-8h 1 Revision Identification (RID2)—Offset 8h Oh
9-Bh 3 Class Code (CC)—Offset 9h 30h
C-Ch 1 Cache Line Size (CLS)—Offset Ch Oh
D-Dh 1 Master Latency Timer (MLT2)—Offset Dh Oh
E-Eh 1 Header Type (HDR2)—Offset Eh Oh
10-17h 8 Graphics Translation Table, Memory Mapped Range Address 4h

(GTTMMADR)—Offset 10h

18-1Fh 8 Graphics Memory Range Address (GMADR)—Offset 18h Ch
20-23h 4 I/0 Base Address (IOBAR)—Offset 20h 1h
2C-2Dh 2 Subsystem Vendor Identification (SVID2)—Offset 2Ch (0]]
2E-2Fh 2 Subsystem Identification (SID2)—Offset 2Eh Oh
30-33h 4 Video BIOS ROM Base Address (ROMADR)—Offset 30h Oh
34-34h 1 Capabilities Pointer (CAPPOINT)—Offset 34h 40h
3C-3Ch 1 Interrupt Line (INTRLINE)—Offset 3Ch Oh
3D-3Dh 1 Interrupt Pin (INTRPIN)—Offset 3Dh 1h
3E-3Eh 1 Minimum Grant (MINGNT)—Offset 3Eh Oh
3F-3Fh 1 Maximum Latency (MAXLAT)—Offset 3Fh Oh
44-47h 4 Capabilities A (CAPID0)—Offset 44h Oh
48-4Bh 4 Capabilities B (CAPIDO)—Offset 48h Oh
54-57h 4 Device Enable (DEVENOQ)—Offset 54h 84BFh
5C-5Fh 4 Base Data of Stolen Memory (BDSM)—Offset 5Ch Oh
62-62h 1 Multi Size Aperture Control (MSAC)—Offset 62h 1h
70-71h 2 PCI Express Capability Header (PCIECAPHDR)—Offset 70h AC10h
AC-ADh 2 Message Signaled Interrupts Capability ID (MSI)—Offse